Advantages in using Kalman phasor estimation in numerical differential protective relaying compared to the Fourier estimation method
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Abstract— This paper demonstrates the results obtained from detailed studies of Kalman phasor estimation used in numerical differential protective relaying of a power transformer. The accuracy and expeditiousness of a current estimate in the numerical differential protection is critical for correct and not unnecessary activation of the breakers by the protecting relay, and the objective of the study was to utilize the capability of Kalman phasor estimation in a signal model representing the expected current signal from the current transformers of the power transformer. The used signal model included the fundamental frequency, an exponentially decaying current, the 2nd and the 5th harmonic to the fundamental frequency.
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I. INTRODUCTION

SINCE the late 1980’s there have been considerable improvements in numerical protection techniques. This paper discusses a numerical differential protection for a transformer. The transformer is a 1.6 MVA, Dyn5 power transformer.

The basic principle of the differential protection is based on the relay-characteristic shown in figure 1, where the sum of current $I_1$ flowing into and the current $I_2$ flowing out of the protected unit is plotted as a function of the difference of the same currents [1]. Using this method, the internal failures should be placed above the relay-characteristic, because of $I_2=0$, and the external failures should be placed below the relay-characteristic, because of $I_1=-I_2$.

For this type of differential protection, the primary and secondary currents of the power transformer are measured with six current transformers, then the currents are transformed to the same amplitude base and compared.

In this paper it is introduced how a Kalman phasor estimation method, implemented in a Digital signal processing unit (DSP), can be used as a numerical differential protection algorithm and the benefits of using the method versus the classical Fourier algorithm. The Kalman estimation method is implemented with the fundamental frequency, the DC-component and the 2nd and the 5th harmonics. The fundamental application of Kalman phasor estimation is based on the Kalman theory in [2].

![Fig. 1. Simple detection algorithm for differential protection. The parameters $I_B$, $I_{Res}$, $k_1$ and $k_2$ are used to control the sensitivity and selectivity of the protection.](image)

The estimate of the 2nd harmonic is used to detect inrush of the transformer and the 5th harmonic is used to detect if the transformer is overexcited. This being the case, the differential protection should not activate a circuit breaker. The 2nd and the 5th harmonics can therefore effectively be used to prevent unnecessary activation of the breakers by the protecting relay. Furthermore the 2nd and the 5th harmonic can be used to detect saturation of the current transformers (CTs) and prevent activation of circuit breakers if this is the case [3].

Differential protection using this Kalman phasor estimation method has been discussed by [4] and [5]. This paper distinguishes itself from [4] and [5] by investigating the estimation accuracy for Kalman vs. Fourier inside the first two periods after a disturbance occurs and by investigating the placement of the estimated $I_{Sum}$ and $I_{Res}$ in comparison to the relay characteristic during the first two periods.

II. NUMERICAL DIFFERENTIAL PROTECTION

A numerical differential protection can use various different algorithms to fulfil the functionality of the protection. In the following the Fourier transformation and Kalman phasor estimation are introduced.

A. Fourier transformation

This type of algorithm uses one period of measured samples to estimate the frequency content. It uses the Fourier
transformation, shown in (1).

\[ I_h = \frac{2}{N} \sum_{n=0}^{N-1} i(n \Delta t) \left[ \cos\left(\frac{2\pi n t}{N}\right) - j\sin\left(\frac{2\pi n t}{N}\right) \right] \]  

(1)

Where \( I_h \) is the estimated harmonic current signal, \( N \) is the number of samples in one period, \( n \) is the sample number and \( h \) is the number of the harmonic frequency being calculated.

This is a rather simple method to implement, but it has its drawbacks, such as that it is dependent on samples from a whole period, which makes the prediction relatively slow. For many cases this is enough and is rather cheap to implement, hence this is a widely used numerical differential technique [6].

B. Kalman phasor estimation

Kalman filtering uses recursive calculations to estimate the current signals. It suffices with only one sample to estimate the signal and which reduces the memory storage. Kalman phasor estimation is in this paper a matrix calculation method based on two principles, namely prediction and update and uses the expression shown in (2) [7].

\[ \hat{Y}(n+1|n) = \hat{Y}(n+1|n) + B(n+1) \left[ i(n+1) - \hat{i}(n+1|n) \right] \]  

(2)

Where \( i(n+1) \) is the measured current, \( n \) is the sample number, \( \hat{i}(n+1|n) \) is the estimated current, estimated from the last estimate, \( \hat{Y}(n+1|n) \) are the estimated parameters of the signal, estimated from last estimate, \( B(n+1) \) is the Kalman weighting calculated using least square error and \( \hat{Y}(n+1|n+1) \) are the estimated parameters of the signal for the sample time \( n+1 \).

In order to estimate the current of the protected unit, this rather complex equation must be implemented as a matrix and the calculations can therefore become quite large and time consuming in the DSP.

III. DESIGN OF NUMERICAL DIFFERENTIAL PROTECTION USING KALMAN PHASOR ESTIMATION

Estimation of a current signal by the signal model containing, a DC-component, the fundamental frequency and the 2\textsuperscript{nd} and the 5\textsuperscript{th} harmonics to the fundamental frequency, for one phase based on (2) is shown in (3).

\[ \hat{i}(n+1|n) = \hat{i}(n+1|n) + I_1 \cos(\alpha_1 \Delta t + \theta_1) \]  
\[ + I_2 \cos(2\alpha_2 \Delta t + \theta_2) + I_3 \cos(5\alpha_3 \Delta t + \theta_3) \]  

(3)

Where \( \Delta t \) is the sample time, \( I_1 e^{\alpha_1 t} \) is the DC component, \( I_1 \cos(\alpha_1 \Delta t + \theta_1) \) is the fundamental frequency, \( I_2 \cos(2\alpha_2 \Delta t + \theta_2) \) is the 2\textsuperscript{nd} harmonic and \( I_3 \cos(5\alpha_3 \Delta t + \theta_3) \) is the 5\textsuperscript{th} harmonic of the estimated current \( i(n+1|n) \).

This signal model can also be represented in the matrix form \( \tilde{i}(n+1|n) = \bar{A} \cdot \hat{Y}(n) \), which is used for the Kalman filtering method, where \( \bar{A} \) is an output matrix that is used to calculate the estimated current signal and \( \hat{Y}(n) \) is a vector containing the magnitude of the DC component and the phasors of the fundamental, 2\textsuperscript{nd} and 5\textsuperscript{th} harmonics, as is shown in (10) in Appendix.

A. Prediction Step

When estimating the current signal, using the Kalman filtering method, \( i(n+1|n) \) should be measured and compared to the estimated current \( \hat{i}(n+1|n) \). One of the advantages of the Kalman estimation is that it is not an average of present and past samples within a sample window, but a statistical weighting between the old estimated value and the new sample. In order to achieve this weighting the estimation of the current is performed in two steps. First there is a prediction which is shown in (4)-(6) and then there is update which is demonstrated later.

\[ \bar{Y}(n+1|n) = H(n+1) \hat{Y}(n+1) \]  
\[ \hat{i}(n+1|n) = \bar{Y}(n+1|n) \]  
\[ R(n+1|n) = H(n+1) \bar{R}(n+1|n) H(n+1)^T + Q_z(n+1) \]  

(4)  
(5)  
(6)

The autocorrelation matrix \( \bar{R} \) for the process is used to calculate the LS-estimate of \( \bar{R}(n+1|n) = E \left[ (Y(n) - \hat{Y}(n+1|n))^2 \right] \) and of \( R(n+1|n) = E \left[ (Y(n) - \hat{Y}(n+1|n))^2 \right] \). The matrix \( Q_z \) is the variance matrix for the parameter noise.

B. Updating Step

After the estimation, a new current measurement has to be carried out and the parameters are updated. The updating equations are shown in (7)-(9).

\[ B(n+1|n+1) = R(n+1|n) A(n+1)^T \]  
\[ \bar{Y}(n+1|n+1) = \bar{Y}(n+1|n) + B(n+1) (i(n+1) - \hat{i}(n+1|n)) \]  
\[ \bar{R}(n+1|n+1) = \bar{R}(n+1|n) + B(n+1) A(n+1) \bar{R}(n+1|n) A(n+1)^T + Q_z(n+1) \]  

(7)  
(8)  
(9)

Where \( \bar{B} \) is the Kalman gain for the weighting of \( \bar{Y}(n+1|n) \) depending on the difference between \( \hat{i}(n+1|n) \) and \( i(n+1|n) \). The matrix \( Q_z \) is the variance for the measurement noise due to the noise disturbances during current measurements.

In order to reduce the number of multiplications, and the calculation time, the Kalman phasor estimation is designed, so that the Kalman gain is calculated beforehand, because the current measurements and the estimated parameters are not a part of the recursive calculations of \( \bar{B} \). Instead of
implementing the calculation of (6), (7) and (9) into the Kalman phasor estimation algorithm, the calculated gains are implemented in the algorithm. This makes it possible to implement the Kalman phasor estimation method, with the estimation of the fundamental frequency, the DC-component and the 2nd and 5th harmonics on a small 32 bit DSP-processor.

C. Noise Model and Tuning Possibilities

The variance matrices $\overline{Q}_z$ and $\overline{W}_w$ in (6) and (7) have not yet been discussed in this paper. $\overline{Q}_z$ is the variance of the parameter noise and $\overline{W}_w$ is the variance of the measurement noise. In practice, measurements other than radioactive are represented having a normal distribution [8]. Furthermore the disturbance has a correlation time that is assumed to be short compared to the sample period and therefore the variance of the parameter noise can be assumed white with zero mean and a constant variance [9]. This assumption has been supported with adequate test results. Therefore the noise for both $\overline{Q}_w$ and $\overline{Q}_z$ are presumed to be Gaussian with zero mean and a constant variance. This causes the variance matrices to be constant, and the matrix entries can be used as a tuning parameter for the filter behaviour in estimation speed and accuracy of the estimated current $i^\hat{}$ as seen by the numerical differential relay, compared to the true fault current $i$ through the power transformer.

The Kalman filtering method is based on the estimation and updating equations demonstrated above, and it is clear from these equations that the Kalman filtering method uses recursive calculations, where the estimation is only dependent on the current sample and the last sample. This gives the Kalman phasor estimation method a variety of tuning possibilities by means of the variance matrices.

IV. VERIFICATION METHOD

To verify the Kalman algorithm a simulation was performed in PSCAD/EMTDC on a 1.6 MVA step down power transformer which is part of a combined heat/power station in Linz-Mitte Austria. The purpose of this simulation was to simulate different faults and produce data of the fault current for phase 1, 2 and 3. These data could then be used in a simulation of the Kalman algorithm in MATLAB and on a test circuit.

A. Simulated faults

A series of faults were simulated for both the primary and secondary side of the power transformer and inside and outside the protection zone of the differential relay. These faults were:

- 3 phase short circuit (1-2-3)
- 2 phase ground fault (1-2-Ground and 1-3-Ground)
- 2 phase short circuit (1-2 and 1-3)
- 1 phase ground fault (1-Ground)

These faults were all simulated and the fault currents were obtained as data-files.

B. Test setup

To verify the feasibility of the Kalman algorithm it was implemented on the DSP. A Omicron CMC 256-6 relay testing device was used to generate the 3-phase fault currents obtained from the PSCAD/EMTDC simulations.

The used relay testing device could generate +/- 20 A peak. It was chosen to use a 32 bit DSP of the type TMS320F2812 from Texas Instruments. The Kalman algorithm was implemented on the DSP with a sampling frequency of 1200 Hz. To obtain the phase currents from the relay testing device a measurement circuit was realized together with the DSP. To monitor the waveform of the measured signal a Pulse Width Modulation-circuit (PWM) was realised on the DSP-board to allow the digital signal to be transformed to an analogue signal. The setup is illustrated in figure 2.

Tests showed that an internal fault on the secondary side of the power transformer gave the least accurate estimate of the short circuit currents. All fault situations on the primary and secondary side has been simulated and was applied to the differential protection. The short circuit was initiated at zero crossing of phase 1. The cosine estimate of the fault current has been compared to the fault current signal and the difference in terms of percentage in amplitude in the 2nd and 3rd half period has been calculated. The results for the secondary side can be seen in table I.

<table>
<thead>
<tr>
<th>Fault type</th>
<th>2nd half period</th>
<th>3rd half period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 1 – ground</td>
<td>7.4%</td>
<td>1.6%</td>
</tr>
<tr>
<td>Phase 1 – 2 – ground</td>
<td>5.3%</td>
<td>0.8%</td>
</tr>
<tr>
<td>Phase 1 – 3 – ground</td>
<td>7.7%</td>
<td>3.0%</td>
</tr>
<tr>
<td>Phase 1 – 2</td>
<td>9.8%</td>
<td>2.8%</td>
</tr>
<tr>
<td>Phase 1 – 3</td>
<td>15.4%</td>
<td>2.8%</td>
</tr>
<tr>
<td>Phase 1 – 2 – 3</td>
<td>6.2%</td>
<td>0.5%</td>
</tr>
</tbody>
</table>

From the table, it can be seen that the worst case scenario regarding the 2nd half period is a short circuit between phase 1 and 3 and in the 3rd half period it is the phase 1-3-ground short
circuit. The phase 1-3-ground short circuit on the secondary side of the power transformer results in the largest change in amplitude of the primary side current and the largest deviation during the 3rd half period. Therefore, in order to show the possibilities of the algorithm, it is chosen to examine this short circuit failure in the paper.

V. RESULTS

This chapter presents the simulation results for the differential protection algorithm. The results are generated by the verification methods described in chapter IV. The objective here is to show the following results that verifies the application of the Kalman estimation in differential protection:

- That the phasor estimation of the fundamental component is better and faster with Kalman estimation than with a Fourier-transformation.
- That the implementation of the differential algorithm is possible on a digital signal processor and that the results from the processor are the same as the simulation results from MATLAB.
- That the estimation of the 2nd and 5th harmonics of the fundamental frequency can be used to identify inrush and overexcitation of the protected power transformer.

The simulation data of the current transformer currents have been used to test the differential protection algorithm in this paper.

The used fault situation in the following results is the 2 phase short circuit between phase 1 and 3 through ground on the secondary side of the power transformer as discussed above. The results will be shown for both an internal and an external fault for the differential protection.

Figure 3 shows the results from MATLAB simulations of the 2 phase short circuit where the fundamental frequency, the 2nd and 5th and the decaying DC-component is estimated for the current signal of phase 1 on the primary side of the power transformer.

In order to be able to evaluate the performance of the Kalman phasor estimation, the estimated fundamental frequency with Kalman estimation and Fourier transformation is shown in figure 4.

![Figure 4](image_url)

Fig. 4. The original current and the estimated fundamental frequency with Kalman estimation and Fourier transformation of the current from the current transformer of phase 1 on the primary side of the power transformer.

From the table, it can be seen that the Kalman estimate in the 1st half period is 30% closer to the fundamental of the original signal than the Fourier estimate and in the 2nd half period, the Kalman estimate coincide with the fundamental of the original signal, while the Fourier estimate has a 12% overshoot. It can be clearly seen, that the Kalman estimate of the fundamental frequency is faster than the Fourier estimation within the first period after the fault.

The phasor estimations in figure 3 are made for the currents from all the six current transformers in the differential protection of the power transformer. After transformation of the secondary transformer currents to the primary side, the sum and difference for each phase pair is plotted as shown in figure 5 and as explained in chapter I, figure 1. Each dot in figure 5 is the sampled and calculated sum and difference of the phase pair for phase 1. Here the result of an internal differential fault is shown for the chosen fault situation. Figure 5 shows that the sampled values for the internal fault are well defined above the relay characteristic, which makes it possible to detect an internal fault situation.

On figure 6 is the sampled and calculated sum and difference of the phase pair for phase 1 during an external

![Figure 5](image_url)

Fig. 5. The original current from the current transformer of phase 1 on the primary side of the power transformer and the estimated signal components: fundamental frequency, 2nd and 5th and the decaying DC-component.

![Figure 6](image_url)

Fig. 6. The original current and the estimated signal components with Kalman estimation and Fourier transformation of the current from the current transformer of phase 1 on the primary side of the power transformer.
A fault shown. The sampled value has in this situation been read out on a PWM output of the DSP.

Figure 5. The sum and difference of the phase pair for phase 1 for an internal fault compared to an example of a relay characteristic. The simulated and the DSP sample are coinciding.

Figure 6 shows that the sampled values for the external fault are somewhat well defined below the relay characteristic, which makes it possible to estimate an external fault situation and avoid activation of a circuit breaker.

Fig. 6. The sum and difference of the phase pair for phase 1 for an external fault compared to an example of a relay characteristic. The simulated and the DSP sample are also somewhat coinciding.

The 2nd and 5th harmonics of the fundamental frequency are used to detect inrush and overexcitation of the power transformer. An example of an inrush current situation for the transformer is shown in figure 7. The detection of high amplitude of the 2nd harmonic relative to the amplitude of the fundamental frequency in figure 7 can be used to prevent fault detection during start up of the power transformer.

An example of saturation in an overexcitation situation for the power transformer is shown in figure 8. The detection of high amplitude of the 5th harmonic relative to the amplitude of the fundamental frequency in figure 8 is used to prevent fault detection during overexcitation of the power transformer.

Fig. 7. The detection of a relatively high amplitude of the 2nd harmonic frequency compared to the fundamental frequency during inrush of the power transformer.

Fig. 8. The detection of a relatively high amplitude of the 5th harmonic frequency compared to the fundamental frequency during overexcitation of the power transformer.

An example of a CT saturation situation is shown in figure 9. It can be seen, that the original current signal is distorted due to the magnetic saturation of the CT iron part. Using the Kalman estimation method, the detection of the high amplitude of the 2nd harmonic relative to the amplitude of the fundamental frequency in figure 9 can be used to prevent unnecessary activation of circuit breakers in the case of CT saturation.

Fig. 9. The detection of a relatively high amplitude of the 2nd harmonic frequency compared to the fundamental frequency during saturation of a CT.
VI. CONCLUSION

This paper has presented the results of a verification study, showing that the Kalman phasor estimation of the fundamental fault current is 30% more accurate within the first half period of the fault duration than the Fourier estimation method. It has been documented in this paper that it is possible to implement the Kalman phasor estimation on a 32 bit DSP of the type TMS320F2812 from Texas Instrument. Tests showed that within the first half period of the signal, the Kalman algorithm could estimate a series of faults, both externally and internally with regards to the protection zone of the differential relay. In the paper it has been demonstrated how the Kalman algorithm is able to distinguish between inrush and overexcitation in the power transformer as well as saturation of CTs, compared to it has been shown how both tests on a DSP and MATLAB simulation results fulfils the requirements of a differential protection. Based on the tests it can be concluded that the Kalman phasor estimation technique is a better choice compared to the Fourier transformation, because it is a somewhat faster estimation. Additionally, the paper has shown how inrush and overexcitation of the power transformer, along with saturation of CTs, can be detected using the Kalman phasor estimation. This was done by implementing estimation of the 2nd and 5th harmonics as a part of the Kalman phasor estimation algorithm.

Based on this it can be concluded that it is possible to implement the Kalman phasor estimation technique on a DSP with estimation of the 2nd and 5th harmonics, which thus makes it possible to use the technique as a differential protection that can distinguish between inrush and overexcitation in the power transformer as well as saturation of CTs, compared to an internal fault in the differential protection.

VII. APPENDIX

\[ i((n+1)\Delta t) = I_0 - e^{-\frac{\Delta t}{\tau_s}} \right) + I_1 \cos(\omega_0 \Delta t + \theta_1) \\
+ I_2 \cos(2\omega_0 \Delta t + \theta_2) + I_5 \cos(5\omega_0 \Delta t + \theta_5) \]

\[ A = \begin{bmatrix} 1 & 1 & 0 & 1 & 0 & 1 \end{bmatrix} \]

\[ H = \begin{bmatrix} 0 & 0 & \cos(\omega_0 \Delta t) & \sin(\omega_0 \Delta t) \\
0 & 0 & \sin(\omega_0 \Delta t) & \cos(\omega_0 \Delta t) \\
0 & 0 & \cos(2\omega_0 \Delta t) & -\sin(2\omega_0 \Delta t) \\
0 & 0 & \sin(2\omega_0 \Delta t) & \cos(2\omega_0 \Delta t) \\
0 & 0 & \cos(5\omega_0 \Delta t) & -\sin(5\omega_0 \Delta t) \\
0 & 0 & \sin(5\omega_0 \Delta t) & \cos(5\omega_0 \Delta t) \end{bmatrix} \]

\[ \hat{y}(n) = \begin{bmatrix} I_o \\
I_1 \cos(\theta_1) \\
I_1 \sin(\theta_1) \\
I_2 \cos(\theta_2) \\
I_2 \sin(\theta_2) \\
I_5 \cos(\theta_5) \\
I_5 \sin(\theta_5) \end{bmatrix} \]
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