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Abstract-- In this paper, full real-time digital simulation of a
static modular multilevel converter (MMC) HVDC link
interconnecting two AC networks is discussed. Theooiverter has
60 cells per arm; each cell has two power switchesith anti-
parallel diodes and one capacitor. The simulated nuel can be
used to study the natural rectifying mode, which isvery
important in the energizing process of the converte whether a
ramping voltage or a charging resistance is used.ne model also
incorporates a simple controller to show the systerbehavior in
different operating conditions. The converter modeland the
controller are simulated on two independent real-tne simulators
and connected though their respective 10 and physit signal
cables to perform Hardware-in-the-Loop testing. All capacitor
voltages are supplied to the controller using dig#tl to analog
converters. Firing signals from the controller are sent using
digital signals with opto-couplers, as would be thease with a
real setup. By doing so, a Hardware-in-the-Loop (HL)
simulation is obtained. The main challenges of thisetup are the
very high number of 10s, which reaches over 730, osidering
both controller and converter, and the processing @wer
required to simulate the 360 cells within a smallitne-step of 50
ps or less, as required for electromagnetic transi¢ analysis. The
simulation is achieved with a time-step of 20 us img 10 INTEL
3.2-Ghz processor cores. Different faults are apgd to determine
their effects on the controller and the converter.In order to
produce results that are as realistic as possiblea saturable
transformer is used; the impact is particularly noiceable during
faults and unbalanced load. The real-time digital isnulator used
is based on MATLAB, SIMULINK, SimPowerSystems and
eMEGAsim.

Keywords: Multilevel voltage source converter, reatime
simulation, hardware in the loop

|I. INTRODUCTION

The global power system infrastructure is rapidhamging;
from concentrated generation centers and Extra Nigltage
(EHV) transmission grids towards increasingly distred
generation/distribution systems. This transfornratitandates

expanded use of power electronic devices: e.g. HVD
interfacing devices for DC and variable-

FACTS and
frequency power sources (photovoltaic, wind germn@nat
Power electronic converters have evolved rapidbyhtin
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terms of available electronic switching devices aondverter
topologies. The evolution from thyristor-based ocemers to
voltage source converters (VSCs) to modular mukile
converters (MMCs) [1-7] has placed increasingly roos
demands on simulation technology, in particularl-tiese
digital simulators. The challenge related to thauwation of
VSCs, for example, is the very small time-step nexglito
deal with relatively high carrier frequencies, anddels have
been developed that achieve accurate results tisiegsteps
in the range of 20 to 50 microseconds [2], typ@falvhat may
be achieved using standard INTEL/AMD multi-core
processors. MMCs add to this challenge becausbkeofarge
number of I/Os required monitoring the voltagesaofarge
number of cells. The main objective of this devetemt is to
meet this challenge. [3-4]

In this study, a real-time digital simulation of Bf#MC-based
back-to-back bipole HVDC interconnecting two ACwetks

is presented. Such ac-dc-ac converter systemBecased, for
example, for low-voltage converters used in thegnation of
distributed generation systems, such as wind farms.

In the system presented in this paper, the senslingand
receiving-end converters, as well as the sending-en
controller, are modeled together on the same male real-
time digital simulator. The receiving-end controlles
simulated in a separate simulator and intercondettteough
IOs and cables, enabling HIL testing of an MMC. The
transformer models include their respective coreiration
characteristics, providing for a realistic evaloatiof the
performance of the converters in the face of feagnetic
nonlinearities.

The specific objectives are to demonstrate acciatalation

of the MMC converter (note that the reliability dhe

controller is not the subject of the study). Anddemonstrate
the capability to simulate large MMC models withrga
umbers of 1/O channels for HIL applications, usegime-

ep value in the range between 20 and 50 microsksco

Verification studies present results of severalliappions of
this model, including natural rectifying mode (witit a
controller) enabling evaluation of the energizimgqess of the
converter, using a ramping voltage or a chargirgistance.
The performance of the converters in the face of €tem
faults is also presented.

Il. MODULAR MULTILEVEL CONVERTERTOPOLOGY

The converter topology is presented in Figure le $iistem
comprises an HVDC converter system, equipped with@0-
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Figure 1 Modular Multilevel Converter Topology

level Modular Multilevel Converters (MMC). Each acarter
has 60 cells per arm, with each cell having two ¢x
switches with anti-parallediodes and one capacitor. T
topology requires some 720 1/Os linking the corsesrtanc
controllers; the capacitor voltage of each cell tingsfed fromr
converter to controller, and firing signals mustfee (througt
opto-couplers) from the controllén the switching devices 1
the converter.

A. Real-time model:

The setup used for the studypsesented in Figure Real-
time simulation with Hardware-ithe-Loop (HIL) was

achieved in full numerical mode using two -time
computers connected by analognd /O lines.
Notwithstanding the onerous requirements, -time

simulation was achieved with a tinseep of 20 microsecon
on standard dual sizgere PC platforms using only 9 INTE
3.3-Ghz processor cores. The simulation software igdas
MATLAB, SIMULINK, SimPowerSystems [8] anRT-LAB

9]

In HIL [10-11] mode, twoindependenreal-time simulators
are used tsimulate the plant (Target 1) and controller
(Target 2) and are interfaced with6@ analog/digital 10
signals. The controller of the righitde HVDC converter i
simulated on the Target 2 simulat@hile the controller of th
left-side converter is simulated dhe Target lsimulator,
together with the plant model. Figure 2 also shdww the
model is separated for parallel simulation on ni(®
processor cores. All processor cores are interfdmehigh-
speed on-chip shared memory. Sepeocessors are used -
the convertersvhile one processor is used for the contrc

and one processor is used for the AC network m

The same setup is used for fully numerical simatatinode
except that the controller of the ri-side converter is also
simulated on a separatgrocessor core of the Target
computer. In this case, the communication betw#er
controller and the plant model is made through e
memory instead of 10 converte

B. ComparingResults with Reference Causing a
One Microsecond Tin-Step

The resuk obtained with OPA-RT real-time models are
compared with those obtained from a reference m
simulated off-line (non-redime) using a 1 microsecond time-
step. The reference model, called the SPS modek tis
same configuration and parameters i€ OPAL-RT real-time
models,in addition to usingthe universal converter bridge
model from the SimPowerSystems (SPS) library. , that
while the standard universal bridge model is varguaate, i
cannot be used in retilne simulation since its stespace
matrices must be continuously recomputed during
simulation, leadingto very lengthy and nc¢-constant
processing times. Furthermore, the SPS universdgd
model does not simulate the effects of firing esemtcurring
within the model simulatio step since SPS uses a v
accurate variablstep solver, iterating at each switching e\
— clearly not suitable for eea-time solution. Consequently,
the OPAL-RT realime model uses the SPS standard m
library for transformers, inductors, retors and capacitor, and
the OPALRT MMC cell model withOPAL-RT's ARTEMIS
solver, which is optimised for retime simulation with a
time-step in the range of 20 50 microseconds.
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Figure 2Rea-Time Simulator configuration & model distributidor HIL test



C. The Controllers

The controllers used for the static converter @gulat the  rigyre 3presents results obtained with thoposed real-time
voltage of the capacitor cell, but the amplitude &me angle

of the PWM reference voltages must be set mantOPAL-
RT's RT-Events control block library is also used for aete
generation of firing pulses occurring within the cets time-

step.

While this is a very simple controller, it is adedgi for testing
the plant model under a number of balanced andlanted
steadystate and fault conditions. (It must be noted tihe
objective of this study is to evaluate the feagipiland
performane of the simulator and not to develop a contro
The method used for the controller was inspirefB-6])

I1l. SIMULATION RESULTS

A. Natural rectification mode Fully Numerical Mode
— 20 microseconds
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Figure 3 Natural rectifying mode - SPS and OR@lmodel results

superimposed.
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model using a timetep of 20microseconds, superimposed
with the results obtained with SPS ¢ microsecond, where
the system operates in natural rectification modengd the
charging phase. As shown iFigure 3, the waveforms
achieved in both caseare very close to each other. 1
maximum difference isless than0.015 p.u., making it
acceptable for real-time Hltesing,

Figure 3 verifies the behaviour f the system during the
charging of the capacitor for all 180 cells. Thmeaesults ar
given for the SPS model afor the Opal-RT model. It is easy
to see that results are very close. Note that onlynrhemum
and the maximum voltage vas of all cells are displayed in
the lower right graphicThis indicate that all the capacitor
voltage is between that minimum and maxim

Figure 4 illustrates theesults obtained with the propos
model using a timetep of 20microseconds, superimposed
with the results obtained with SPS withtime-step of 1
microsecongdwhen the system operates in the controlled n
during the steadgtate phase. Tkrmargin of error between the
real-time 20microsecond modeand the 1 microsecond SPS
model is less than 0.025 p.u..

B. Fault Condition Fully Numerical Mode 20
microseconds

Different faults were applied to the model to tiéstaccuracy
during transient conditiongigure5 presents the results for a
fault applied between phase A and the ground atatetion
between the AC power supply and the power transforithe
HVDC bus voltages and currents are shown. Resbttnd
with the realtime model running at 2microseconds compare
very well with results from the model running at
microsecond, with thenargin oferror ranging between 0.02
p.u. and 0.01 p.u.
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1) Tests in HIL Mode

The same tests were repeated in HIL mode usingeéa-time  Simulation Performance
digital simulators: one for the plant and one fog tontroller.
Both simulators (Target 1 and Target ire interconnected
through their respective 1/0O systems total of 360 analo
and digital signals with time stamping are useaach ree
time computer, which requires a very high prmance I/O
system, only available with higlnd simulator: Here, 6
OPAL-RT OP5142 FPGA-basedO card: are used. Each
OP5142 card has configurable 10 fiNPUT or OUTPUT,
analog or digital. One OP5142 can manage to 256
channels; note that analog IO vags 2 channel The PCle
bus is used for communication between the OP514Rtlae

In order to minimize calculation time to allow r-time
simulaton, the model is distributed across 11 CPU c«
Table lillustrates the calculation times achieved on €2t
core during real time simulation.s is the time-step used
during simulation, T is the time requed for calculation of
each subsystem, and i, is the minimum tim-step that can
be achieved. In this test, T, is 11 microseconds, which
means the discrete simulatitime-step of this model can be
reduced to as low as Microseconc. When physical 1/0s are
addedthe simulator will need more time to manage thgd
numberof 10s. Neverthele:, the minimum achievable time-

target CPU. stepof the model is still belov20 microseconds.
The controller is synchronised with the AC voltag®ng & e | Reakime simulation’s timing performan
phase-locloop consistent with real systen CPU flequency3.3 GF
The /O communication delays obtained with the - cpu | subsystem (microsﬂconc) (micrgsﬁconds) (micrzss”g”conds)
controller impact the power flow, while the ideaintroller [—7 Ac grid 20 2
would not include these delays. This explains theer 5 AR 5 3
current on the HVDC bus. However, the volt of the HVDC ——=—1—72——=x >0 3
bus is still regulated by the internal controlland will follow 2T am=<c left 20 3
the reference of 1 p.u. 5 AMA 20 3
The above simulation illustrates the usefulneskllbf testing —5 ';:?nh_; >0 3
to analyse phenomena that are often not seen wihl right 1
controllers. A future study wilhnalyse the behaviour of t | 7 Arm-C 20 3
systems under fault conditions. right

8 Dc link 20 1

9 PWM gen 20 5.4

left
10 [ PWMgen 20 5.4
right
11 controller 20*5 3.8
Table Il illustrates thetiming performancefor two CPU

frequencies,if additional subsystems are merged togel
This demonstrates the advege of using multiple CPUs to
reduce T in



Table Il Timing performance on 6 CPUs

CPU frq=3.33G CPU frq=2.4G
subsystem | model & subsystem | model Tg
CPU| subsystem | “roo'is) | min us) | Tcal(us) | ma(us)
Ctrl, ac dc
1 system 6 9
2 Arms A B, left 7 10
side
Arms A, B,
3 right side ! 13 10 19
Arms C left &
4 right side ! 10
5 PWM generatc 9 12
left
6 PWM generatc 9 12
right

C. Performance of FPGA-Based HIL I/O System

The HIL tests presented above were conducted wsilygl180
I/0 channels. However, in practice the number @ I

channels can easily reach 2000. Consequently, wkiaed 3.

the time required to transfer a large amount ofd&®a to and
from the main processor memory. The eMEGASIm risad-t
simulator can include several I/O subsystems, widbh 1/O
subsystem including one FPGA board controlling opl28
analog /0O converters or 256 discrete I/O channelEhe
following graph illustrates the minimum time-stdm@t can be

achieved when a number of FPGA I/O sub-systems de

connected to the real-time computer using a PClrésSg
switch.

Minimum time (us) step vs number of signals and the number of
OP5142 FPGA board using DOLPHIN PCI Express switch
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Figure 7 Minimum time-step vs number of signals @Rb5142 boards

The above tests do not include any model computatic
include all communication overhead and I/O managgme

As can be observed, the total performance increasethe
number of FPGA boards installed increases, enahiveg
transfer of very large amounts of data via a higmber of
I/0 channels. This high performance is made ptssip the

PCI Express communication fabric now installed dh a

modern PCs. PCI Express uses a high-speed swipetbleaof
transferring data directly to and from processomuoey at
speeds exceeding 10 gigabits per second. In fhet,new
generation of PCI Express switches can reach speedsess
of 40 gigabits per second. The speed of the PCrdssplink
used for each OP5142 card is 9 microseconds anttarsfer
data from only one board at a time. Consequerttly, real-
time simulation of complex MMC models with a langember

of 1/0s can only be performed with modern and high-
performance 1/O systems. The simulations presemtetthis
paper demonstrate that building custom computersids
longer necessary, and may, in many situationst lowerall
system performance. This means that a PCl Expmishs
can handle several OP5142 I/O boards simultaneowisy
demonstrated by the Figure 7. In comparison, tlde3@-bit
PCI bus has a maximum speed of about 1 gigabigeond.

The main results of the studies are the following:

1. The minimum time-step achievable is approximately 9

microseconds using one OP5142 board, without
considering MMC model calculation, which is aboui3

9 microseconds, depending on the number of 3.3-GHz
processors used.

Total latency remains constant at approximatelyd. 36
microseconds, when the number of signals increfases
400 to 1600 using 2 to 8 boards.

Total incremental bandwidth increases from about 1
gigabit per second to 4 gigabits per second when th
number of boards increases from 1 to 5. The maximu
transfer rate increases to 5.5 gigabits per seedtid 8
boards.

CONCLUSIONS

1) The proposed MMC converter can be simulated on
the presented real-time simulator with a time-siép
20us or less, even when the number of I/Os exceeds
360 channels.

2) The proposed MMC model, developed by Opal-RT
and running at 20 microseconds is sufficiently
accurate for control development, design and fests
HIL applications.

3) As expected, test results in HIL mode are slightly
different than results obtained in fully numerical
mode. This indicates that ideal controllers used fo
fully numerical simulation should include the
simulation of communication delays that will be
present with actual controllers.

4) The simulator can be used to simulate the complete
system, including the controller in off-line moad,a
speed faster than real time and with an acceleratio
factor of more than 200 times. This is compared to
simulations performed on only one processor at a
time-step of 1microsecond.

5) In practice, off-line simulation of such systemshwi
one processor at 1 microsecond is not practicatesi
the simulation time can be tediously long. For this
reason, power electronic manufacturers are siitigus
or contemplating using analog simulators to design
and test their controllers. The proposed real-time
digital simulator is therefore a very viable altaive.

6) More accurate results could be obtained using a
smaller time-step, but this would increase the size
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and cost of the real-time simulator or require tise
of FPGA processors.
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