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Abstract - Hypersim is a real-time numerical simulator
which enables the simulation of power systems and
their controls. Many of today FACTS controls generate
firing pulses for power electronic switches. Simulation
of these devices requires the refactorization of the
admittance matrix due to the change of switch status.
This paper describes the formulation of the node
equation, the reordering techmique to reduce the
refactorization effort and the backward-forward
interpolation technique to simulate correctly the
switching phenomena. The algorithm requires only two
interpolations but reduces considerably unwanted
oscillation created by the jittering between the
switching moment and the simulation time-steps. Tests
are done on an AC-DC network and a PWM circuit.
Results show good improvement with a minor increase
in computation time.

Keywords - power electronic, jitter effect, linear
interpolation, sparse matrix reordering, refactorization.

1. INTRODUCTION

HYPERSIM is a real-time digital simulator which
enables the simulation of power system networks together
with their controls. Details of the simulator have been
described in [1]. Real-time is achieved by using the time-
synchronized parallel processing in which each
participating processor performs some tasks representing
parts of a network. All processors run at a same constant

time-step. =

Power system studies on the real-time simulators
involve more and more power electronic devices such as
thyristor, GTO, IGBT, which are turned on and off by
control systems. In the past, Hypersim had already the
facility to simulate these devices [2] but considered that
switchings happen exactly at time-steps. Unfortunately,
they generally occur between two time-steps. This creates
an error on the switching moment (translated into firing or
extinguishing angle) which varies from time-step to time-
step. The final result is an non-characteristic oscillation
because the measured value can almost never reach the
desired setting.

This problem is well known in the digital simulation of
electronic switching devices. Previously published papers
have suggested various correction algorithms. Gole and al
[6] used a technique to specifically overcome the thyristor
extinguishing problem and to improve the measurement of
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firing angle. De Kelper and al. [7] use a more precise
technique but it requires recalculation of the admittance
matrix at the switching point, although this is simplified
somewhat to gain the calculation speed.

Real-time simulation needs an efficient algorithm to
solve the nodal equation and take into account the fact that
the switchings generally happen between 2 time-steps. To
achieve this, the algorithm described in this paper uses an
ordering technique to minimize operations in the
refactorization and a backward-forward interpolation to
accurately simulate the timed switching. The algorithm has
been implemented in Hypersim to work in real-time. Tests
shown good results with a little increase in calculation
effort.

2. SOLUTION OF NODE EQUATION

Equation formulation

Hypersim simulates large power systems in real-time
by taking the advantage of the natural delay caused by
transmission lines. Substations can therefore be simulated
in parallel. At the end of each time-step, simulation results
are exchanged to be used in the next time-step.

Transmission lines are modelled as equivalents at each
end which are composed of current sources and parallel
resistors. Each sub-station is therefore reduced to a
network composed of RLC elements (resistor, inductor,
capacitor) and sources.

Hypersim uses the same nodal approach as in EMTP to
simulate power system networks. Using the trapezoidal
integration technique, each inductor or capacitor is
equivalent to a resistor in parallel to a current source
reflecting its history (past values) of current or voltage.
Voltage sources such as generators are converted into
current sources while current sources are kept as is.
Switches are represented as resistors with very small value
when they are closed and very large value when opened.

In overall, each sub-station is composed solely of
resistors and current sources. The purpose of the
simulation is to solve for node voltages using the following
equation:

YV =1 1)

where Y is the admittance matrix including all resistors in
the substation, V is the node voltage vector to be found and
I represents all current sources including real sources as
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well as history of L and C elements.

In power systems, the admittance matrix Y is normally
very sparse. This should be taken into account in order to
minimize the calculation effort in the solution for node
voltages.

LU solution

With the LU (lower-upper) conversion of Y, equation
(1) becomes

Y YV =1 @
or
Y,V = 2,1 3

where Y, contains gflly non-zero terms on and above the
diagonal. Z; = Y, and has non-zero terms on and
below the diagonal. To facilitate the backward substitution,
the LU conversion is normalized such that Y ;; has 1.0 on
its diagonal.

To obtain (3) from (1), one starts with

YV = UL @

where U is unity matrix, then for each row starting from the
top, we nullify terms on the left of the diagonal. To nullify
the kth element of the ith row:

newr(Y) = r(Y)-=Y;r.(Y) (5)
newr;(U) = r;(U)-Y,r,(U) (6)

where r;(Y) mean row i of Y and new stands for the new
iteration. By applying (5) and (6) to eliminate all terms in
Y on the left of its diagonal, Y will be transformed to Y,
and U to Z; . Finally, V is found using the backward
substitution, starting from the bottom row.

3. REORDERING OF ADMITTANCE MATRIX

As the matrix Y changes at every switching and at every
change in segment of a non-linear element, it needs to be
refactorized (LU conversion must to be redone). This is a
time-consuming operation which has to be optimized. The
reordering described here is done prior to the simulation in
order to minimize the time spent for the refactorization.

Reordering for switches and non-linear elements

In (5) and (6), k < i as shown in Fig. 1, it means that
the cancellation of terms on the left of the diagonal at a
given row depends only on rows above it. Therefore, if one
element in Y is changed (either by a switch operation or by
a change in segment of a non-linear element), all rows
below it should be recalculated. This suggests to put all
rows corresponding to nodes where switches and non-
linear elements are connected at the bottom of Y in order to
minimize the calculations needed for updating of Y, and
Z, in the refactorization process.

Therefore, Y is first reordered in two sections: rows
with fixed elements on top and rows with variable elements
(switches and non-linear elements) at the bottom.

Reordering to reduce fill-in elements

Another reason for reordering Y is that during the
calculation of (5), some zero elements on ri(Y) can
become non-zero elements due to a non-zero element found
on tow k as shown in Fig.1, this is called fill-in element.
The more there are fill-in elements on the left of the
diagonal of Y, the more additional calculation is needed to
eliminate them. The more there are fill-in elements on the
right, the more effort is needed to update them.

The transformation of U into Z; by (6) shows also that
terms on row i of U become non-zero if ¥;; # 0. In order
to reduce the computation time, Z, must contains the
fewest possible non-zero terms.

Therefore Y should be ordered in such a way as to
minimize the fill-in elements in Y; and the non-zero terms
in Z;. The reordering scheme used in Hypersim is similar
in principle to Gomez’s scheme [4, 5] but with some
additions:

a) Reorder rows of Y from top to bottom in the increasing
order of number of non-zero terms,

b) For rows with the same number of non-zero terms, in the
upper half of the matrix, order them in the decreasing
order of the distance between the diagonal and the first
non-zero term; in the lower half, order them in the
increasing order of this distance.

Step b) is the main difference between the Hypersim
technique and the one described in [4] and [5]. It has the
effect of delaying fill-in values and consequently reduces
further fill-in values to rows below them. For example, in
Fig. 1, non-zero term Y, creates fill-in values for rows
starting from m+1 and below while ¥, (n > m), creates
fill-in values for rows from n+l1 which is less than the
previous case. The step b) helps to further decrease the
number of non-zero terms in Y, and Z;. This is illustrated
in Table 1 showing the percentage of non-zero elements
after the refactorization for two cases: substation of 50 and

100 nodes, and for three situations: no reordering,

reordering without step b) and reordering with step b.

o Non-zero element k
@ Fill-in element

. Pq
Non-zero element
to be cancelled |

Fill-in element
to be cancelled

|
|
|
|
i-$——+—
|

Fill-in element

Fig.1 Calculation of Y, by cancelling non-zero terms on
the left of the diagonal of Y.
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Table 1: Percentage of non-zero elements in Y, and Z;
after the refactorization

nb. of No Reord. wo | Reord.with

nodes reordering step b step b
Yy | 26.01 15.11 14.81

50
Z, | 43.84 32.63 31.37
Yy | 3546 24.55 23.60

100
Z, |48.35 4317 42.50

Steps a) and b) are done separately for fixed and
variables elements to ensure that variable elements stay at
the bottom rows.

4. BACKWARD-FORWARD INTERPOLATION

Principle

The principle of the backward-forward interpolation
technique used in Hypersim is illustrated in Fig. 2. In this
figure the switching (point 4) happens between the present
time-step (point 5) and the previous one (point 3). In the
other hand, the simulation must solve for node voltages at
every time-steps and not between them. Therefore, voltages
are first calculated for the point between time-steps to

respect the switching instance and then interpolated to get
values at the time-step.

The admittance matrix Y has generally elements whose
values depend on the time increment T between two
consecutive time-steps. If T changes, a complete
refactorization is needed. During the refactorization of (1)
to get (3), if T is not changed, the upper rows of Y and Z,
correspond to fixed elements and therefore need not to be
recalculated. To maintain this advantage, we will keep T
constant in the following procedure:

a) To get solution at the switching point (point 4), one need
the history at T before it (point 2). History at point 2 are
found by a backward interpolation of history of:points 1
and 3. The interpolated history is then used to build the

2 1 time-step
% before switching
L 3 1 time-step
g \Switching after switching
x
: |
2 o
= ot =
z T
=96
5 1
|4 1 >
LAl : time
t-2T t-T t t+T
Past Present
time-step time-step

Fig. 2 Backward-forward interpolation principle

current vector L.

b) At point 4, the switching happens. To get the solution
immediately after the switching, rows of Y, and Z;
starting from nodes corresponding to switched element
down to the bottom need to be recalculated because of
the changing in admittance of the switched element.

¢) With history found in a) and newly refactorized matrices
Y, and Z; in b), equation (3) can then be solved to get
nodes voltages at the switching point 4.

d) To get the solution for the present time-step (point 5), a
forward interpolation is performed: Using the same Yy,
and Z, already refactorized in step b) and history at the
switching point, go one time-step forward and solve for
point 6. Finally, the solution of point 5 is then found by
the linear interpolation of point 4 and 6.

Overall, the backward-forward interpolation technique
involves one partial refactorization in step b) and two
interpolations in steps a) and d). Comparing to the non
interpolated method, only interpolation effort has been
added and this is not a major burden.

Algorithm

Equation (3) rewritten in more complete form is
YU, nvn = ZL, nIn(vsrc, n’ Isrc, n’ Hk) Q)

where subscript n and k indicate the point number in Fig. 2
(1 to 6), k is the point of the previous step with respect to n,
current vector I is a function of history H, of voltage

sources V o and of current sources I Lere

The backward lmear—mterpolanon calculates history at
point 2 as follows:

H, = H,-D(H;-H,), ®
D = At/T ©

T is the time increment between two time-step and Af is
the delay between the switching point and the present time-
step (between 4 and 5). For a forced-commutation, the
switching moment is determined by the control system. For
a natural commutation such as the extinguishing of a
thyristor which happens when current crosses its holding
level, an extrapolation using two previous values of the
current determines the switching-off moment. The effort to
do this extrapolation is not significant because it is applied
only on current waveforms rather than on matrix’s
elements. '

From (7) and (8), voltages at point 4 are given by

Yy,aVe = 2 4ls(Vore 610 0 Hy)  (10)

Y v, 4 and Z L 4 are partially refactorized (only rows
starting from node corresponding to switched elements are
recalculated) to take into account changes in admittances
caused by the switching occurred at point 4. Solution at
point 4 determines also history at that point which is then
used to solve for point 6:
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Fig. 3 AC-DC interconnected network used to test the interpolation technique.
Inset diagram shows also the principle of generating the firing pulse P and the delay signal D.

Yy 4V6 = Z ale(Vore 0 Lire, 0 He) - AD)

Here, the same Y; 4 and Z, , asin (10) are used,
they need not to be refactorized because there is no
switching from 4 to 6.

Finally, the node voltages and history for the present
time-step (point 5) are found by a second linear-
interpolation:

In (10) and (11), V. and I_,. atpoint 5 (the present
time-step) are used as approximated values for points 4 and
6 because they are normally slow comparing to switching
phenomena. Our experiences have shown that the
additional interpolation of V__ and I_ . have only minor
effect and it is therefore not necessary to spend this extra
effort.

5. APPLICATIONS A

AC-DC interconnected network

The network used to test the interpolated thyristor
model is shown in Fig. 3 which is an AC-DC
interconnected network.

The AC network is composed of two equivalent
networks interconnected by an AC line with series
compensation protected by ZnO surge arrester. AC filters
are also connected at both terminals.

The DC network includes a rectifier and an inverter
interconnected by a DC line and a DC cable (frequency
dependent model). The converter controllers used are of
generic type [3]. Controllers generate the necessary firing
pulses P for thyristor as well as the delay signal D to be
used in the interpolation process. When external controls
are used, the rectifier REC and the inverter INV are simply
two twelve-pulses bridges which are triggered by external

connectors P and D. These signals can be provided by
user’s control units built either with the integrated
Hypersim control blocks or with Simulink.

Steady-state waveforms obtained from this network are
shown in Fig. 4. The network is simulated with a step of
50us (about 1 electrical degree in a 60 Hz system). Without
the interpolation, a non-characteristic oscillation is found
on all waveforms. With the backward-forward
interpolation, the oscillations become imperceptible.

Without the interpolation, the firing pulses P are always
delayed while with interpolation, this delay is
compensated. This explains the differences of about one
degree in firing angles between two cases.

PWM circuit

PWM applications are normally more demanding for a
good modelling of switching devices because of the high
modulating frequency. The PWM circuit used to test the
efficiency of the interpolation algorithm is shown in Fig. 5
which is a DC-DC converter. The GTO firing is controlled
by the PWM module, when the GTO conducts, the Diode is
biased in reverse and is opened. When the GTO is
extinguished, the Diode starts to conduct providing a path
for current I, . Consequently, I, will flow continuously.

The PWM module compares a triangular waveform
(carrier) to a constant signal of 0,7 (modulated signal) to
produce a pulse train of 70% duty cycle. Without
interpolation, the duty cycle is not constant because the
turn-on and off times are not exactly at the simulation time-
steps. The PWM bloc outputs an additional signal D
indicating the delay from the switching instant to the actual
time-step. Hypersim uses this output to perform the
necessary interpolation.

The theoretical DC value of voltage at Busl is 0.7V .
The DC component of /5 is therefore

(0.7V,-V,)

Lac,zs = —Tomm (14)
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which should be 10A with the given parameters. The sampling frequency and the PWM carrier’s frequency. The
instantaneous values of [ 7, are shown in Fig. 5c and d. DC components of [ 7 are calculated using a window-
The irregularity of the upper and lower peaks on these two  averaging and results are shown in Fig. 5b. One can see that
waveforms are due to the asynchronism between the data without the interpolation, there is an important oscillation

490 ] ] ] 1 140 1 ] ] 1

510 T T T

kv
510 ’7 T T T

WW 1.60 |-

DC voltage, rectifier ; degrees Firing angle, inverter
T 44 T T T T

L A . X .4 0.
secondso's seconds

kv DC voltage, inverter KA Current, rectifier
T 1.65

490 1 1 1 ] 1.55 1 1 1 1

21

5 0.0 0.1 0.2 0.3 04 0.5

0.0 0.1 0.2 0.3 0.4 0.
saconds seconds

deorens Firing angle, rectifier wmeemmmnes  With backward-forward interpolation
W == Without interpolation

20 Note: The thickness of current waveforms is due to the
W\/\W ! ripple of rectified current (here it is at 12 x 60 Hz)

19
18 ] 1 1 1
0.0 0.1 0.2 0.3 0.4 0.5

seconds
Fig. 4 Comparison of waveforms obtained from the network shown in Fig. 3 simulated at 50us time-step.
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Fig. 5 Application of the interpolation technique to a PWM circuit used as a DC-DC converter
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due to the jittering between the switching of GTO and the
simulation steps. This oscillation is considerably reduced
when the interpolated valve model is used.

6. CONCLUSIONS

This paper has presented an algorithm implemented in
Hypersim to efficiently solve node equations involving
non-linear and switching elements. Reordering the Y
matrix to put rows corresponding to these elements at the
bottom reduces the number of operations performed at each

admittance change. Further reordering of Y has also

reduced the number of fill-in elements and consequently
reduced the time required for refactorization.

Switching elements are normally turned on and off
asynchronously with respect to the calculation steps.
Without any corrective method, this causes an annoying
jitter effect which translates into oscillations and can
interact with control systems. The backward-forward
interpolation technique described in this paper helps to
considerably reduce this erroneous effect and allows a
much better representation of power electronic devices.

Compared to the conventional solution, the backward-
forward interpolation technique adds only two
interpolations but no extra refactorization is required.
Computation time increases by around 25% and depends
on the number of switches and non-linear elements
involved. Furthermore, with a 50 ps of time-step and with
the interpolation technique, oscillation caused by jitter is
less than with a 5 ps step. The reasonably small increase in
computation time is therefore largely compensated by the
improvement in the simulation accuracy.

The interpolation technique has however some
drawbacks: It supposes that waveforms are almost linear
between two points. But if switchings have occurred in
between, the interpolation is not good anymore. This
happens particularly in cases involving three-phase PWM
circuits and with a high modulating frequency. More works
need to be done to generalize this technique.
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