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Abstract –  A new event detection scheme for power quality 
analysis based on the statistical analysis of adaptive decompo-
sition signals is proposed. Proposed scheme is implemented 
using MATLAB Simulink DSP Blockset. The combination 
of an adaptive prediction filter based subband decomposition 
structure with a rule based histogram analysis block pro-
duced successful detection and classification results on our 
real life power system transient data. 
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I. INTRODUCTION 

Event detection and classification are essential processes 
for explaining and then correcting the cause of the power 
quality (PQ) problems in low-voltage, commercial, and 
industrial applications. Once the voltage and/or current 
waveforms are captured and stored, an automated post 
event analysis is needed. Considering the range of equip-
ment operated on the customer's side of the meter, the 
analysis tool should be immune to the inherent noisy and 
harmonically rich normal operating conditions while 
adapting to the dynamic changes in customer's load to 
avoid nuisance alarm signals. Recent contributions in the 
area of PQ analysis use various wavelets such as  Daube-
chies wavelets, Morlet wavelets, etc., to analyze the dis-
turbances while pre-event voltage or current waveforms 
are assumed to be sinusoid [5]-[9]. A specific wavelet may 
be designed to detect, for example, arcing faults in a sinu-
soidal pre--fault waveform [10]. However, the selected 
wavelet may not correspond to the optimal discriminating 
system for another type of a transient event. 

 
In this work, a new event detection scheme for power 

quality analysis based on the statistical analysis of adaptive 
decomposition signals is proposed. The adaptive method is 
developed to detect and classify power quality distur-
bances regardless of the type of the pre-event voltage or 
current waveforms. The significance of the proposed 
method is that it provides a way of detecting variety of 
events without changing the structure. 

 
If we do not have any prior information on whether the 

waveform is pure sinusoid, or not, the steady state proper-
ties of a waveform can be well approximated using adap-
tive systems. The only assumption is that the pre-event 
steady state waveform has variations of relatively lower 
frequency as compared to the noise imposed waveform 
due to a transient event. This idea is utilized to construct a 

decomposition filter bank structure [1] which operates on 
the current or voltage waveforms, and at the same time, 
adapts its filter bank according to the waveform behavior. 
Least Mean Squared (LMS) type adaptive filters are used 
in our filter bank structure [3]. These filters are time-
varying FIR filters whose coefficients are continuously 
updated according to the minimization of an error se-
quence, which corresponds to one of the subbands in our 
case. When the adaptation converges to a steady state, the 
disturbance contribution of any transient event on the 
waveform will take some time for the adaptive filter bank 
to adapt. Meanwhile, the decomposition structure will ex-
hibit large adaptation error signals in the high-pass sub-
band. Time length of this large adaptation error signal is 
expected to be short for transient-type events such as arc-
ing line-to-ground faults, sags, and swells and the adapta-
tion time is expected to be longer for dynamic changes in 
load. The theoretical background of the statistical proper-
ties of this structure is explained in detail in [1].  

 
This method is also able to detect changes in the nature 

of any kind of steady state waveforms. Theoretically, if the 
steady state waveform has high frequencies, and if the dis-
turbance causes low frequency components, the adaptation 
will again be perturbed producing large adaptation errors. 
However, success for this case is limited by the ability of 
convergence speed of the adaptation algorithm (LMS). A 
general case of relatively lower frequency steady state 
waveforms generated under normal operating conditions, 
as compared to higher frequency components generated by 
PQ events can be safely assumed for the majority of appli-
cations.  

 
For our tests, real life voltage and current data are ob-

tained from a low-voltage experimental system during 
various type of  staged transient events. Proposed method 
is implemented using MATLAB Simulink DSP Blockset 
[11]. During the detection process, the event data is ap-
plied to the system which is a combination of an adaptive 
prediction filter based subband decomposition structure 
and a rule based histogram analysis block. In our experi-
ments, we have observed that staged arcing faults, sag, and 
swell events can be detected, localized in time, and dis-
criminated using this method. The ability to classify and 
distinguish transients from changes in load makes the pro-
posed method more flexible as compared to the commonly 
used transform domain thresholding techniques for the 
analysis of power quality events. 
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II FILTERBANK STRUCTURE 

The signal decomposition consists of an adaptive pre-
diction filter in a polyphase structure [1]. In this aspect, the 
overall scheme resembles the lifting-style wavelet decom-
position due to its filterbank implementation [2]. However, 
the basic idea is to produce decomposition signals which 
converge to a minimal residual signal that can be consid-
ered as the non-predictable content of the steady state sig-
nal. This idea is also very new in the signal processing 
field, and quite recently it has been applied to signal com-
pression [1]. Normally, the wavelet filterbanks decompose 
the signal according to the frequency content of the filters 
with fixed coefficients. Here, the frequency content or 
spectral decompositions are irrelevant due to the fact that 
the adaptive prediction filter constantly changes the filter 
coefficients. Instead of a spectral decomposition, we split 
the signal into  

a) lower resolution, and  
b) non-predictable portions.  
 
The analysis structure is illustrated in Fig. 1. Both the 

lower resolution and non-predictable parts are produced 
using the two polyphase components of the original signal:  

[ ] [ ]nxnx 21 =                                                           (1) 
[ ] [ ]122 += nxnx                                                     (2) 

These components can be thought of as even and odd in-
dexed terms of the discrete-time signal. For a signal with 
slow variations, the two polyphase components have 
strong correlation. Therefore one of the polyphase compo-
nents, let’s say [ ]2x n , can be successfully approximated 

using the other component samples [ ]1x n  and a prediction 

filer, say, ( )1P ⋅ . In that case, one can expect the difference 

between the prediction output and [ ]2x n  to be relatively 

small:  
[ ] [ ] [ ]( )2 1 1 1, ,x n P x n m x n mε = − − −L  

  Comparing the above difference with Figure 1, it can be 
seen that the difference sequence corresponds to the lower 
branch output: [ ]hx n . 

 

 
 
Fig. 1  Analysis stage of the 2-channel adaptive filter bank 

 
LMS adaptation attempts to obtain the optimum (in the 

mean-squared sense) prediction filter by updating the filter 
coefficients according to the minimization of the error se-

quence, [ ]hx n . The LMS update is a straightforward op-

eration for adaptive predictive filtering, and can be found 
in any kind of literature which deals with adaptive proc-
esses [3], [4]. However, the use of LMS adaptation inside 
a polyphase decomposition structure is a new approach [1]. 
Notice that conventional adaptive predictive filtering uses 
a causal prediction stage. By using polyphase components, 
the adaptive prediction becomes non-causal, improving the 
inter-correlation of the samples. In [1], theoretical details 
are provided, and it has been shown that this structure sta-
tistically minimizes the error signal energy of the poly-
phase components for a steady state signal. We have 
adopted this new adaptive decomposition approach for the 
analysis of  power system waveforms due to its ability to 
produce low-magnitude signals while the input is steady, 
and to produce high-magnitude portions when the steady 
characteristics of the input waveform is disturbed.  

A. Simulink implementation of the adaptive filterbank  

A commonly used tool for automated post processing of 
signals is MATLAB Simulink. The built in functions and 
blocksets, together with the visual programming environ-
ment make Simulink a preferable tool. We developed an 
integrated detection tool using DSP blocksets. The adap-
tive filterbank portion of the integrated layout is shown in 
the dashboxed portion at the left of Figure 2. This portion 
can be easily matched to the structure shown in Figure 1. 
Notice that the signal is firsed decomposed into polyphase 
components by downsampler and integer delay modules. 
The above polyphase component, [ ]1x n , is directly fed 

into the LMS block as the input signal. The Other compo-
nent, [ ]2x n , is delayed by a factor of 10, which is half of 

the filter tap size of the LMS block, and compared to the 
LMS output using a subtraction module. The result of this 
difference corresponds to [ ]hx n  and it is fed back to the 

error input part of the LMS block, by which the adaptation 
occurs. The rest of the Simulink layout deals with the 
analysis of the produced [ ]hx n .  

III STATISTICAL ANALYSIS 

The residual output, [ ]hx n , generated by the adaptive 

decomposition block carries clearly visible information 
about the detection of various types of events. Therefore, it 
may be sufficient to present the above decomposition 
which produces necessary features for detection, and leave 
the detection part to the practicing engineer. Nevertheless, 
we give a sample detection method to post-process the 
adaptive decomposition output with satisfactory results. In 
this work, we developed an experimental histogram-based 
analysis stage which provides automated detection. The 
analysis stage consists of a windowed-histogram genera-
tion block and the statistical analysis of the histogram. 
Statistically, the windowed-histogram provides a short-
time approximation of the density function, pdf. The pdf 
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naturally carries all the statistical information of a process, 
therefore its approximation, the histogram, is also ob-
served to be useful for generating the detection rule.  
 
In the adaptive decomposition structure explanations, we 
have seen that the residual error [ ]hx n  becomes large in 

magnitude when an event happens. This is clearly the point 
that must be detected. If we monitor [ ]hx n  signal in a 

time-windowed manner, we can see that the histogram is 

well centered when the magnitudes of [ ]hx n  samples are 

small. This is the case when the waveform exhibits no 
event. As soon as an event happens, due to large-in-
magnitude samples of [ ]hx n , its histogram becomes no 
longer centered. Instead, the tails of the histogram be-
comes heavy. An example for this case is given in Figure 3. 
 

Fig. 2: Simulink layout of the system. 
 

 
Using the above observation, we developed a simple com-
parison rule in which we compare the weight of the center 
and tail portions of the histogram. If the tails are weak as 
compared to the center portion, it means there is no event. 
If the tails are heavy, then we trigger an event alarm. 
 

 
Fig. 2: Example histogram during event. 

 

A. Simulink implementation of the statistical analysis  

Similar to the previous case, we implemented the statistical 
analysis using Simulink. Inside the integrated layout, the 
statistical analysis portion corresponds to the bottom-right 
portion of Figure 2.  
 
The [ ]hx n  signal is first buffered to produce a time-

windowed portion. Then this vector is fed into a compo-
nent which calculates the histogram. Next, two vectors, 
corresponding to two portions of the histogram are ex-
tracted from the histogram using the vector selector  blocks. 
These portions are the central and the tail portions. The 
weight of these two vectors are then calculated and com-
pared. The output of the comparison is the immediate point 
of detection of an event.  
 
There are other blocks in the integrated system which are 
activated by the event. These blocks are designed to dis-
criminate arcing faults from sags and swells. RMS changes 
in the waveform before and after the event triggered calcu-
lating blocks shows that arcing fault type events triggers 
the system frequently during the event. Therefore the RMS 
comparisons are performed frequently, and the comparator 
output produces bursts of noisy shapes. On the other hand, 
sags and swells trigger the detection block more uniformly. 
The difference between a sag and a swell is determined by 
the direction of the comparator output. Detailed explana-
tions of this portion together with real life demonstrations 
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are presented in the experimental results. 

IV EXPERIMENTAL RESULTS 

Experimental system is composed of a three-phase, 380 V, 
50 Hz, 5-wire supply loaded with RL load banks and 
three-phase induction motors coupled with varying me-
chanical loads. System also enables the use of adjustable 
speed drives to control the induction motors when required. 
Transient events used for testing the proposed method are 
phase-to-ground arcing fault, voltage sag due to an induc-
tion motor starting, and momentary change in load. While 
line-to-line voltages of the experimental system were sam-
pled for the first two types of events,  phase currents were 
sampled for the last type.  
 
A line-to-ground arcing fault event data is applied to the 
Simulink implementation of the proposed system and the 

 
 

Fig. 4 Arcing Fault (Top: faulted line-to-line voltage waveform, 
Middle: Change in the rms value of the voltage, Bottom: Adapta-

tion error signal) 

output is illustrated in Figure 4. Although we staged a line-
to-ground fault, the faulted line-to-line voltage waveform, 
that is effected from the fault more, is considered due to 
the fact that the ground path may not always be reachable 
from the location of a digital event recorder in a real life 
system. Fault first starts around 0.25 second and strikes 
again after extinguishing for several cycles. This is also 
perfectly visible in the adaptation error signal which is fed 
in to the statistical analysis block to trigger the digital 
RMS voltage measurement block. As expected, some 
amount of voltage collapse is observed during the fault 
besides the additive noise due to the nature of arcing fault. 
Although the primary event here is an arcing fault, this 
reduction in the voltage magnitude  corresponds to a sag 
event, too. After the fault extinguishes and the system 
voltage returns to normal, then the event corresponds to a 
swell event. Middle waveform in Figure 4 shows the 
change in the RMS value of the voltage in successive peri-
ods. With the fault present, as the adaptation error yields 
large random bursts,  a drop in RMS value with noisy steps 

are observed. In contrast, as the fault recovers, a rise in 
RMS value again with noisy steps are observed. Note that 
these noisy steps are due to the nature of the arcing fault. 
Finally, the system voltage recovers completely and the 
change in RMS value of the system voltage becomes zero 
following the adaptation to the new state.  

A voltage sag event due to an induction motor starting is 
illustrated in Fig. 5. Significant reduction in voltage wave-
form is observed. Detection of any type of event using an 
adaptive decomposition scheme, wavelet transformation, 
and other frequency domain techniques would become 
easier if there is some high frequency noise  at the start of 
an event. However, as shown in Figure 5, voltage variation 
during the sag event is very smooth and free of noise. 
Even in this case, there is a large adaptation  

 

Fig. 5 Voltage sag event (Top: line-to-line voltage waveform, 
Middle: Change in the rms value of the voltage, Bottom: Adapta-

tion error signal) 

error which triggers the RMS voltage measurement block 
and a sharp drop of RMS voltage magnitude is seen as 
given in the middle waveform of Figure 5. This sharp drop 
of RMS magnitude of the voltage should be compared 
with the reduction with noisy steps as observed in arcing 
fault case given in Figure 4.  For the voltage sag, reduction 
in the RMS voltage is larger than that of arcing fault. In 
addition, the duration of voltage sag due to a motor start-
ing is longer than that of arcing fault. When the motor 
reaches its nominal speed, the system voltage recovers and 
a few cycles later adaptation to the state prior to sag event 
is restored again. In this case the adaptation time is longer 
than that of the arcing fault due to the fact that the varia-
tion in the RMS voltage is larger and the filterbank re-
quires more time to adapt. Towards the end of the sag 
event, some load injected noise is overimposed on the 
voltage waveform causing a step like increase to its origi-
nal RMS value. This step like increase is also very differ-
ent than the noisy steps shown in arcing fault case.  

Monitoring the phase currents is also possible using the 
proposed scheme. A phase current of the experimental 
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system during a momentary change in load configuration 
is shown in Fig. 6. Increasing change in the RMS value of 
the current during successive cycles indicates that an addi-
tional load is switched on. For an effective detection and 
discrimination of power quality events, both voltage and 
current waveforms should be monitored simultaneously. 
For example, non-linear loads such as adjustable speed 
drives distort system voltage by causing notching. Without 
monitoring the system current as well, it is difficult to con-
clude the source of this distortion. Although it causes a 
voltage sag event, induction motor starting is a normal 
event. System current information is also required to dis-
tinguish the cause of a voltage sag due to a motor starting 
or a short circuit. Note that if the waveform shown in Fig. 
6 were a voltage waveform, the variation would be a swell 
event and it  would be detected as such. In this case, in-
crease in the  

 

Fig. 6 Momentary change in load (Top: line current waveform, 
Middle: Change in the RMS value of the current, Bottom: Adap-

tation error signal) 

 

RMS value of the voltage is larger than that of arcing fault 
case. In addition, the duration of the swell event is longer 
than the arcing fault event.  

VI. CONCLUSIONS 

Our experimental results indicate that histogram based 
analysis of the adaptive decomposition outputs can clearly 
distinguish events such as faults and abrupt changes from 
the steady state waveforms. The adaptive decomposition 
portions feeds the adaptation error sequence to a time-
windowed histogram generating block. The central and tail 
histogram portions are then fed into comparators for an 
event detection. Once this statistical analysis portion de-
tects an event, RMS measurement blocks are triggered  
and local RMS values before and after the trigger time are 
compared. By applying proper thresholds for the final 
comparator output, power quality events can be classified 
and dynamic changes in load can be distinguished. 
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