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Abstract-- This paper deals with the numerical efficiency 

improvement of transmission line models being applied to power 

system transient simulation. Although the WB model (or ULM) is 

more general than FD–Line (or J Marti), the combined use of 

both is recommended here. Main reasons are that FD–Line offers 

good numerical performance and applies to very common cases of 

lines. Use of Vector Fitting with FD–Line is also proposed here to 

attain low–order rational fits. Techniques are also provided to 

handle efficiently the complex states being introduced by Vector 

Fitting in both models, FD–Line and WB. Two of the techniques 

provided at least double the numerical efficiency of these models. 
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I.  INTRODUCTION 

HE design and operation of modern power systems relies 

each time more on extensive electromagnetic transient 

(EMT) studies. As these systems grow in size and complexity, 

the time required for their study becomes excessive. An 

important research goal is thus to improve the computational 

efficiency of EMT simulations. Transmission line and cable 

models are essential components of EMTP programs [1] and 

this paper focuses on improving the numerical efficiency of 

two of the principal line models in EMTP; namely, the FD-

Line or J. Marti model [2,3], and the Wide–Band (WB) or 

Universal Line Model (ULM) [4]. Although the WB model is 

more general than FD–Line, it is considered here that both 

models should be used in combination. The main reasons for 

continuing using FD–Line are its high numerical efficiency, its 

applicability to a large class of lines found in practice and its 

robustness proven by nearly three decades of use.  

The standard FD-Line model in EMTP uses a rational 
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fitting process based on Bode asymptotic analysis [3,5], 

whereas the WB model employs the Vector Fitting utility (VF) 

[6,7]. The Bode–based fitter creates rational fits with real 

poles, only. VF can provide fits of similar accuracy with a 

much lower number of poles (i.e., lower order); however, 

some of these poles can become complex. Other proposition of 

this paper is to use VF for both models, FD–Line and WB, 

since their numerical performance is directly related to their 

rational fit orders.  

One issue requiring special consideration regarding the use 

of VF is the handling of the complex state variables produced 

by the complex poles. The standard approach a direct one 

consisting in treating all internal states as complex. In the case 

of the real states, the imaginary parts simply are zeros. In the 

case of complex states, the imaginary parts must cancel each 

others as complex poles and states arise in conjugate pairs. 

Clearly, for the purposes of this paper this standard approach 

is highly inefficient. The alternative proposed here is to handle 

all state variables with real Arithmetic. Various methods for 

doing this are proposed and analyzed in this paper and their 

tests have been conducted in the eMEGAsim simulator from 

Opal-RT Technologies, Inc. 

II.  TRAVELING WAVE LINE MODELS 

Electromagnetic waves propagating along multi–conductor 

lines and cables are described by the following Telegrapher 

Equations in frequency domain [1]: 

 ZI
V

−=
dx

d
 and YV

I
−=

dx

d
 (1a,b) 

where V is an N-dimensional vector formed with the voltages 

at the N independent conductors of the line, I is the vector 

containing the corresponding N–conductor independent 

currents and Z and Y are the respective N×N matrices of series 
impedances and of shunt admittances. These two matrices are 

in per unit length (p.u.l.). 

According to (1a) and (1b) the following two expressions 

represent traveling waves of currents propagating along a line: 

 ( ) ( ) ( )xxx VYII cFW +=  and  (2a) 

 ( ) ( ) ( )xxx VYII cBW −= ,   (2b) 

where Yc is the characteristic admittance matrix of the line 

 Yc = Y
–1ΓΓΓΓ    (2c) 

and ΓΓΓΓ is the matrix of line propagation coefficients 
 YZΓ = .    (2d) 

IWF corresponds to a wave traveling forwards (i.e., in the 

positive direction of x), while IWF (2b) corresponds to a 

backwards traveling wave. 

Figure 1 depicts a multi–conductor line–segment of length 

x=L. According to traveling wave properties:  

T 



 ( ) ( )xLx FWFW IHI =+    (3a) 

and  ( ) ( )xLx BWBW IHI =− ,   (3b) 

where H is the propagation (transfer) matrix of the multi–

conductor line–segment: 

( )LΓH −= exp .    (3c) 

On evaluating (3b) at x= L and from end–conditions in Fig. 1: 

[ ]LcLc VYIHVYI +−=− 00 .  (4a) 

Evaluation of (3a) at x=0 and application of Fig. 1 end–

conditions yields: 

[ ]00 VYIHVYI cLcL +−=− .  (4b) 

Expressions (4a) and (4b) provide a basis for the FD–Line [2] 

and the WB [4] line models. Figure 2 illustrates a circuit 

representation of a multi–conductor line that is based on (4a) 

and (4b). According to this figure, the line side at x=0 is 

described as follows:  

0aux0sh0 III −− −= ,   (5a) 

where 

 0c0sh VYI =− ,    (5b) 

 Ltw0aux IHI −− =    (5c) 

and LcLLtw VYII +=−    (5d) 

Vector Itw-L at (5c) and (5d) represents the wave departing 

from x=L and traveling towards x=0, and Iaux-0 is this same 

wave after being attenuated and delayed as it arrives at x=0. 

The set of equations that describes the line side at x=L can be 

obtained exchanging sub–indexes “0” and “L” in (5a–d). 

III.  MODAL ANALYSIS 

Let be assumed that the YZ matrix product is similar to a 

diagonal matrix ΛΛΛΛ [8]:  
ΛYZTT

1 =− , 

where its non-zero elements are the eigenvalues of YZ: 

 ΛΛΛΛ = diag(λ1, λ2, … , λN), 
T is the matrix whose columns are the eigenvectors of YZ –or 

modes of currents, while the rows of T
–1
 are the eigenvectors 

of ZY –or voltage modes [9,10]. Matrix T further defines the 

following modal transformations: 

I
m
 = T

–1
 I and V

m
 = T

T
 V, (6a–b) 

where T
T
 represents T–transpose. Transformed vectors I

m
 and 

V
m
 are said to be in the modal domain. 

Consider now the matrix 

( )N21diag γγγ ,,, K=m
Γ    (7a) 

whose non–zero elements are related to those of ΛΛΛΛ as follows 
 N21ij iiii ,,,; K=+==+ βαλγ . (7b) 

Here the symbol +  indicates the complex root whose real 

part is positive. γi corresponds to the propagation coefficient of 
the i–th mode, either of current or of voltage. The real part of 

γi is the mode attenuation in Nepers p.u.l., while the imaginary 
part is the phase–shift of the mode in radians p.u.l. Matrices ΓΓΓΓ 
and ΓΓΓΓ m are related as follows [9,10]: 

1mTΓTΓ −=     (8a) 

Note that the square of (8a) certainly is YZ.  

Consider further the following matrix:  

( ) ( )m
N

m
2

m
1 HHHdiagL ,,,exp K=−= mm

ΓH  (8b) 
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Fig. 1.  Multi–conductor line segment of length x=L. 
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Fig. 2.  Circuit representation of a multi–conductor line derived from 

traveling wave relations. 

with diagonal elements 

 ( ) N21iH i
m
i ,,,;exp Kl =−= γ   (8c) 

Matrix H in (3c) can thus be expressed as follows [9,10]: 

 1mTHTH −= ,    (8d) 

Hence, m
iH  is the i–th eigenvalue of H corresponding to the 

propagation transfer function of the i–th mode. Modal 

characteristic admittance matrix is defined as follows: 

 T
c

1m
c TYTY −−= .    (9) 

Whereas the triple matrix products of (8a) and (8d) 

correspond to similarity transformations, the one in (9) does 

not; nevertheless, m
cY  is diagonal [10,11] and its i–th non–

zero element is denoted hereafter as m
icY , . 

IV.  FD–LINE MODEL 

The following description of the FD–Line model differs in 

several ways from that in [2,3]; nevertheless, the main features 

of this model are maintained: 1) model is stated in the modal 

domain, 2) modal transformations are performed through real 

and constant matrices, 3) frequency dependence is accounted 

for by means of rational function realizations. 

As modal transformations (6a) and (6b) are applied to   

(5a–d), the following expressions are obtained:  
m

0aux
m

0sh0 TITII −− −= ,   (10a) 

 m
0

m
c

m
0sh VYI =− ,    (10b) 

 m
Ltw

mm
0aux IHI −− =    (10c) 

and m
L

m
c

m
L

m
Ltw VYII +=− .   (10d) 

A companion set of equations for the line terminal at x=L is 

obtained interchanging sub–indexes “0” and “L” at (10a–d).  

Matrix m
cY  is diagonal and (10b) is thus equivalent to the 

following set of N scalar equations that are decoupled:  

N21iVYI m
i

m
ic

m
i0sh ,,,;,, K==− .  (11a) 



Since H
m
 is diagonal as well, (10c) is equivalent to the 

following set of N decoupled scalar equations: 

N21iIHI m
iLtw

m
i

m
i0aux ,...,,;,, == −−   (11b) 

The time domain form of (10a), (11a), (11b) and (10d) is as 

follows:  
m

0aux
m

0sh0 TiTii −− −= ,   (12a) 

 N21ivyi m
i0

m
ic

m
,i0sh ,...,,;,, =⊗=− ,  (12b) 

 N21iihi m
iLtw

m
i

m
i0aux ,...,,;,, =⊗= −−  (12c) 

and  m
L

m
c

m
L

m
Ltw vyii +=− ,   (12d) 

where lower case variables represent the time domain images 

of their upper–case counterparts and the symbol ⊗ represents 
the convolution operation. 

Expressions (12a–d) fully describe the time domain model 

of the multi–conductor line–end at x=0. The expressions 

corresponding to the other end at x=L are obtained 

interchanging sub–indexes “0” and “L” in (12a–d). Expression 

(12a) basically describes the interface of the line–end model 

with a general nodal network–solver, which typically is the 

EMTP. Expression (12d) is made of values being calculated 

by the model of line–end x=L. Thus, the principal tasks of 

model (12a–d) are the evaluation of the convolutions involved 

in (12b) and (12c) and this is accomplished effectively by 

means of State Space analysis [2,3,12]. 

State Space techniques are introduced as terms m
icY ,  and 

m
iH  in (11a) and (11b) are represented by rational functions. 

Rational fitting processes are greatly facilitated when the  

functions to be fitted are of minimum phase [2,13]. The m
iH  

terms in (11b) are not; nevertheless, the following factorization 

can be first applied [2,3]:  

( )im
i

m
i sHH τ−= expmin, ,   (13a) 

where m
iHmin,  is the minimum phase factor, exp(–sτi) is a pure 

delay term and τi is a travel time attributed to the i–th mode 
velocity. Then, m

iHmin,  is fitted conveniently as follows: 

∑ = −
= iNh

1k
ki

kim
i

ps

r
H

,

,
min, ,   (13b) 

where, Nhi is the order of the fit, pi,k  is the k–th fitting pole and 

ri,k is the corresponding residue. 

Let now (13a) and (13b) be introduced in (11b): 

 ∑ =
= iNh

1k ki
m

iaux XI ,, ,    (14a) 

where the following Nhi state variables have been defined: 

( )
i

ki

i
m

iLtwki
ki Nh21k

ps

sIr
X ,,,;

exp

,

,,
, K=

−
−××

= − τ
, (14b) 

Finally, application of the inverse Laplace Transform to (14b) 

and subsequently to (14b) results in the following continuous–

time state–space (CTSS) forms for calculating the m
i0auxi ,−  

terms of (12c) in time domain. 

( ) Nh21ktirxp
dt

dx
i

m
iLtwkikiki

ki
,,,;,,,,

,
K=−+= − τ , (15a) 

 ∑ =− = iNh

1k
ki

m
i0aux xi ,, .   (15b) 

CTSS forms for calculating the m
i0shi ,  terms at (12b) are 

derived by introducing first the following rational 

approximation for YC [3]:  

 ∑ = −
+= iNy

1k
ki

ki
i0

m
ic

qs

g
gY

,

,
,,    (16) 

where Nyi is the order of the fit, qi,k is the k–th pole, gi,k is the 

corresponding residue and g0,i is the following constant term 

 ( )sYg
m
ic

s
i0 ,, lim

∞→
= . 

Then, on introducing (16) in (11a) and on applying the inverse 

Laplace transform the following CTSS form is obtained for 

evaluating the m
i0shi ,  terms at (12b): 

 Ny21kvgwq
dt

dw m
i0kikiki

ki
,,,;,,,,

,
K=+=  (17a) 

 ∑ =− += iNy

1k
ki

m
i0i0

m
i0sh wvgi ,,,,   (17b) 

Digital simulations require that CTSS forms (15a–b) and 

(17a–b) be solved numerically. This is done by their 

conversion to discrete–time state–space (DTSS) which is 

addressed at sections VI and VII.  

One key aspect for the high numerical efficiency of the FD–

Line model is the assumption of modal transformations being 

represented by real and constant matrices. This assumption is 

correct for loss–less and for perfectly balanced lines. The 

assumption also is appropriate for nearly balanced aerial lines; 

that is, for most single or double circuit lines being supported 

by a single tower structure. Emphasis is made here that these 

cases of lines are found very frequently in practice.  

V.  WIDE–BAND LINE MODEL 

Modal transformations of highly asymmetric aerial lines, as 

well as of underground and submarine cables, present 

considerable variations with frequency and the assumption of 

constant modal matrices no longer is adequate. The Wide–

Band (WB) or Universal Line Model (ULM), first described in 

[4], accounts for these variations. It does it, however, in an 

indirect manner.  

The basis for the WB model are expressions (5a–d) and a 

state–space realization of (5b) for calculating Ish-0  in time 

domain can be attained by means of the following rational 

fitting form of the characteristic admittance matrix YC [4]:  

∑
= −

+=
Ny

1k kqs

1
k0C GGY ,   (18) 

where Ny is the order of the fit, qi is the i–th fitting pole and Gi 

is the corresponding matrix of residues. G0 is the constant 

matrix obtained as the limit of YC with s→∞. Note from (18) 
that common poles are used for the fitting of all elements in 

YC. These poles usually are obtained from the trace of YC [13]. 

The introduction of (18) in (5b), and the subsequent 

application of the Inverse Laplace Transform results in the 

following CTSS form for ish-0:  

 Ny21kq
dt

d
kkk

k ,,,; K=+= 0vGw
w

 (19a) 



 ∑ =− +=
Ny

1k
kwvGi 000sh .   (19b) 

The CTSS form of (5c) for calculating Iaux–0 is more 

complicated than that in (19a,b). The major difficulty lays in 

the effective extracting of multiple line–delays from the H 

matrix. Early attempts for this consisted in extracting a single 

delay common to all elements in H [14]. The problem here is 

that each one of these elements can involve up to N different 

delays due to multi–mode propagation. Matrix H can be 

decomposed in the following form that permits complete 

decoupling and extraction of all delays [15]: 

 ( )∑ =
−×=

N

1k
klγexpkIpH ,   (20a) 

where Ipk denotes the k–th idempotent of H which is the rank 

1 matrix obtained by multiplying the k–th column of modal 

matrix T by the k–th row of its inverse T
–1
 [11]. Each 

exponential factor in (22a) is further decomposed as follows: 

 ( ) ( ) ( )kkk sτγγ −−=− exp~expexp l&&&l ,  (20b) 

where τk is a time delay associated to the velocity of the k–th 
mode and kγ~  is the k–th modal propagation constant modified 
accordingly. Hence: 

 ( )[ ] ( )∑ =
−×−×=

N

1k
kk ll τγ exp~expkIpH . (20c) 

At the WB model it is considered that modal delays τk 
usually come in groups of almost identical values. The 

following decomposition of H is thus put forward [4]:  

 ( )∑ =
−=

Ng

1i
isτexp

~
iHH ,    (21) 

where Ng is the number of delay groups and τi is the delay 
assigned to the i–th group. To decide whether a set of delays 

form a group, the criterion is that their associated phase shifts 

should differ in less than a certain angle value, say 10° [4]. 
Once the group delays have been formed, matrices 

Ng21 HHH
~
,,

~
,

~
K  are identified in the phase domain through 

VF [4]. Comparison between (20c) and (21) yields: 

   ( ) Ng21k
iI

1k
k ,,,;~exp

~
Kl =−=∑ =

γki IpH ,  (22) 

where Ik is the number of modes belonging to the i–th delay 

group. 

Each element of the iH
~
matrix in (22) can now be 

considered a minimum phase function and this whole matrix is 

approximated effectively as follows [4]: 
( )

Ng21i
ps

1iNh

1k
ki

,,,;
~

,
,

K=
−

=∑ = kii RH   (23) 

where Nh(i) is the order of the fit, pi,k represents the fitting 

poles and Ri,k the corresponding residue matrices. Note that 

common poles are used for the fitting of all elements in iH
~
.  

On the basis of (5c), (21) and (23), the following state  

vectors are thus defined:  

( );exp,
,

, i
ki

s
ps

1 τ−
−

= −Ltwkiki IRX  ( )iNh21k

Ng21i

,,,

,,,

K

K

=
=

    (24a) 

and (5c) takes the following form: 

 ∑ ∑= =− =
Ng

1i

iNh

1k

)(

,ki0aux XI .  (24b) 

Application of the Inverse Laplace Transform in (24a) and 

(24b) yields the following CTSS form for iaux–0: 

( );,,,
,

iki tp
dt

d
τ−+= −Ltwkiki

ki
iRx

x
  ( )iNh21k

Ng21i

,,,

,,,

K

K

=
=

  (25a) 

and ∑ ∑= =− =
Ng

1i

iNh

1k

)(

,ki0aux xi .  (25b) 

CTSS forms (19a,b) and (25a,b) constitute the basis of the 

WB line model [4]. Solution by a digital processor still 

requires their conversion to discrete time. Note the similarity 

of (19a,b) and (25a,b) with (17a,b) and with (15a,b), 

respectively. The former ones can be regarded as matrix–

vector versions of the latter ones.  

VI.  DISCRETE TIME STATE SPACE FORMS 

Conversion from continuous–time to discrete–time state–space 

(DTSS) forms is described as follows for single–phase lines. 

Extension to the multi–conductor line case is straightforward. 

DTSS conversion is attained by applying a numerical 

differentiation rule to CTSS forms. The mid–point rule of 

differentiation (or trapezoidal integration) is the preferred one 

in EMTP. Mid–point rule is equivalent to applying the bilinear 

transformation to the CTSS forms in Laplace domain [16]:  

  
1

1

z1

z1

t

2
s −

−

+
−

∆
=    (26) 

where ∆t is the simulation time–step and z–1 is the one–step ∆t 
delay–operator. 

Expression (26) now is applied in (14b), and after an 

algebraic process and the application of the inverse                

z–Transform [16], the following relation is obtained:  

( ) ( )[ ]
Nh21k

titibxax LtwLtwkkkk

,,,

;''

K=

−+−+= −− ττ
  (27a) 

where 

 ( ) ( )kkk tp2tp2a ∆−∆+= ,   (27b) 

 ( )kikiki tp2trb ,,, ∆−∆= ,   (27c) 

 ( )ttxx kk ∆−='     (27d) 

and ( ) ( )ttiti LtwLtw ∆−−=− −− ττ' .  (27e) 

Note in this relation that super–index “m” indicating modal 

domain and sub –index “i” indicating mode number have been 

dropped. From here on, this change of notation is adopted for 

the sake of clarity. Expression (14a) becomes then: 

 ∑ =− =
Nh

1k
k0aux xi ,   (27f) 

Note also in (27a), (27d) and (27e) that primed variables 

denote past values calculated at a previous ∆t time–step.  
Let be assumed further in (27a–e) that ∆t always is smaller 

than any of the travel–times τi of a line being considered. Each 
xk variable is then updated by (27a) only from previously 

calculated values of itself and of itw–L. For this reason, 

expressions (27a–e) constitute proper DTSS forms to evaluate 

the m
i0auxi ,−  terms in the FD–line model and, by a 

straightforward extension, the iaux–0,k terms in the WB model.  

Bilinear transformation (28) is now applied to (11a), along 

with (16), in the same way as above. The following expression 

is thus obtained: 

( ) Ny21kvvbwaw 00kkkk ,,,,'' K=++=   (28a) 



The companion expression of (28a) is derived as follows from 

(17b) by a simple process: 

 ∑ =− +=
Ny

1k
k000sh wvgi ,   (28b) 

One problem with (28a) is that input voltage v0 appears at the 

r.h.s. at its present (uncalculated) value, and a proper DTSS  

form requires that wk be updated only by past values. This 

problem is fixed by redefining state variable wk in a way that it 

incorporates the undesirable contribution of v0. The following 

redefinition is adopted here: 

 ( ) ( )[ ] kkk0kk w1abvbw →+−   (29) 

On applying (29) in (28a) and (28b): 

 Ny21ivwaw 0iii ,,,;'' K=+= ,  (30a) 

 ∑ =− +=
Ny

1k
kk00sh wcGvi ,   (30b) 

where 

     ( )1abc kkk +=     and    ∑ =
+=

Ny

1i
i0 bgG  (30c,d) 

Now (30a) and (30b) constitute proper DTSS forms for the 

sequential evaluation of m
i0shi ,−  at the FD–line model and, by 

their extension to the multi–conductor line case, for the 

evaluation of ish-0 at the WB model. 

VII.  EFFICIENT HANDLING OF COMPLEX STATES 

The Bode–based fitter used the with standard FD–Line model 

in EMTP offers important features, namely: 1) resulting fitting 

poles are real and stable, and 2) rational approximations are 

minimum phase. Modal delays τi are thus simply determined 
by direct comparison of the given propagation functions m

iH
~
 

with the obtained rational fits. On the other hand, however,  

rational approximations by the Bode fitter present a much 

higher order than required. It has been shown in [17], for 

instance, that a Levenberg–Marquardt algorithm produces 

approximations of lower order and similar accuracy. Vector 

Fitting is the standard fitting tool for WB in EMTP and can 

synthesize rational functions with low order and high accuracy; 

nevertheless, it can introduce complex poles.  

 Complex poles are handled at standard WB model of 

EMTP by declaring all poles and their associate state variables 

as complex types, even the real ones. By doing this, memory 

needs are doubled and the number of basic operations is 

increased, at least twofold for additions and fourfold for 

multiplications. Complex poles rarely occur in the fitting of Yc 

and only between 20% and 40% of the poles related to the 

fitting of H could be complex. Therefore, the handling of all 

state variables of a line model as complex types will introduce 

a large number of trivial operations; i.e., additions of zeros and 

multiplications by zeros. In addition, since complex states 

occur in conjugate pairs and both states conveying the same 

information, the computation of the two of these is redundant. 

The proposition in this paper is to adopt VF for both, FD–

Line and WB models, and then to handle the resulting complex 

states by a real Arithmetic process that can be accomplished in 

various ways. The following ones are analyzed here: 1) first 

order realizations, 2) second order realizations, 3) fourth order 

realizations and 5) full order realizations.  

A.  First order real blocks for complex states. 

Assume in (13b) that two of the fitting poles are a complex 

conjugate pair of the form p=pR+jpI and p*=pR –jpI, along  

with their corresponding residues  r=rR+jrI and r*=rR–jrI. The 

contribution of these two poles to m
i0auxI ,−  in (14a) is thus: 

 21X XXI += ,    (31a) 

with 

 ( )τsI
ps

r
X Ltw1 −

−
= − exp    (31b) 

and ( )τsI
ps

r
X Ltw2 −

−
= − exp

*

*
.  (31c) 

Application of the Inverse Laplace Transform in (31a–c) 

yields the following CTSS form for Ix: 

 21X xxi += ,    (32a) 

 ( )τ−+= − tripx
dt

dx
Ltw1

1    (32b) 

and ( )τ−+= − tirxp
dt

dx
Ltw2

2 ** .  (32c) 

Consideration is made now that state variables x1 and x2 

must be complex conjugates:  

 IR1 jxxx +=     (33a) 

 IR2 jxxx −=     (33b) 

On introducing (36a) and (36b) in (35a) yields: 

 RX x2i = .    (34a) 

Introduction of (33a,b) in (32b) and the subsequent separation 

in real and imaginary terms results in the following pair of 

coupled differential equations: 

 ( )τ−+−= − tirxpxp
dt

dx
LtwRIIRR

R ,  (34b) 

and ( )τ−++= − tirxpxp
dt

dx
LtwIRIIR

I .  (34c) 

Further application of (33a,b) in (32c) results again in 

expressions (34b,c). It is clear, therefore, that (32c) is 

redundant with (32b). It also is clear that (34a–c) offers a far 

better alternative than (32a–c), since the former forms are free 

of redundancies and state variables xR and xI are real. 

DTSS forms now are obtained applying first the Laplace 

transform to (34a–c), then the bilinear transform (26) and 

finally the inverse z–Transform. After an algebraic process: 

    IRX xxi ϑξ += ,    (35a) 

    ( ) ( )[ ]ττηφ −+−+−= −− titiexxx LtwLtwIRR '''  (35ab 

and    ( ) ( )[ ]ττηφ −+−++= −− titifxxx LtwLtwRII ''' , (35c) 

where coefficients ξ, ϑ, φ, η, e and f correspond to expressions 
(A1–4) in the Appendix. Expressions (35a–c) should be 

compared with (15a–b). 

A similar treatment as the previous one is given next to the 

complex poles arising at the fitting of YC. Assume that there 

are two complex conjugate poles q and q* in (16), along with 

their corresponding residues g and g*. Let the contribution of 

these poles to m
i0shI ,−  in (11a) be denoted by Iy: 

 
0y V

qs

g

qs

g
I 








−

+
−

=
*

* ,   
(36) 

with g=gR+jgI and q=qR+jqI . The following discrete–time 



relations are derived from (36) by applying a process 

analogous to the previous one in (31a–c) 

 0IRy vwwi ρϑξ ++= ,   (37a) 

 0IRR vwww ''' θηφ +−=    (37b) 

and 0RII vwxww ''' ψηφ ++= ,   (37c) 

where wR and wI are the two real state–variables replacing the 

conjugate ones that would be obtained directly from (36). The 

coefficients ξ, ϑ, ρ, φ, η, θ and ψ are given by expressions 
(A5–8) in the appendix. 

B.  Second order blocks 

Complex states are naturally eliminated as two first order 

blocks corresponding to a pair of conjugate poles are 

combined in a single second order block. Expressions (31a–c) 

thus take the following form: 

    ( ) ( ) ( )τααββ sIsIss Ltw01X01
2 −+=++ − exp , (38) 

with α0, α1, β0 and β1 given by expressions (A9–12) in the 
appendix. On applying the bilinear transform (26) in 

(38),followed by application of the inverse z–Transform: 

( )+−+−−= − τtidicici Ltw0x2x1x "'    

  ( ) ( )ττ −+− −− tidtid Ltw2Ltw1 "' , (39) 

where c1, c2, d0, d1 and d2 are given by expressions (A13–16) 

in the appendix. Note that expression (38) is a second order 

difference equation, that ix can play the role of a state variable 

to be added to iaux–0 in (27f) and that now it is necessary to 

store the two previous history values i'x and i"x, as well as the 

three previous ones itw –L(t–τ), i'tw –L(t–τ) and i"tw –L(t–τ). 
The second order form for (36) is analogous to (38):  

 ( ) ( ) 001y01
2

VsIss ααββ +=++ ,  (40) 

only with q, q*, g and g* replacing p, p*, r and r*, 

respectively at (A9–12). Application of the bilinear transform 

(26) and subsequently the inverse z–Transform in (43) yields: 

 020100y2y1y vdvdvdicici "'"' +++−−= , (41) 

with the same coefficients as in (39). Finally, (41) is expressed 

in proper DTSS form as follows: 

 wvdi 00y +=     (42a) 

and  020121 vhvhwcwcw "'"' ++−−= ,  (42b) 

with 

 h1 = d1 – c1d0    (42c) 

and h2 = d2 – c2d0    (42d) 

C.  Fourth and higher order blocks 

Two second order blocks can be grouped together to form a 

fourth order block; and one could even group a larger number 

of first order blocks to attain higher orders. By this, the 

number of computations required by the line model is 

decreased. Nevertheless, the sensitivity of the model to round–

off errors is increased. 

For an M–order block to evaluate iaux–0 expression (38) is 

generalized as follows: 

=




 +∑ −

= X

1M

1i

i
i

M Iss β ( )τα sIs FAR

1M

1i

i
i −





∑ −

=
exp  (43) 

Application of the bilinear transformation (26) and the inverse 

z–Transform yields 

 ( ) ( ) ( )∑∑ ==
−+





−=

M

0i

i
FARi

M

1i

i
XiX tidici τ , (47) 

which is a generalization of (42). Note that 
( )i
Xi  represents the 

i–th difference of iX; that is: 

 
( ) ( )titii X
i
X ∆−= . 

The M–order block for iY in the Laplace domain is equal to 

(43) with IY replacing IX and V0 replacing Itw –Lexp(–sτ). After 
applying the bilinear transform, followed by the application of 

the inverse z–Transform and by an algebraic process, the M–th 

order proper form for iY is:  

 wvdi IN0y +=     (48a) 

and  ( ) ( )∑∑ ==
+−=

M

1i

i
INi

M

1i

i
i vhwcw ,  (48b) 

with 

 M21idcdh 0iii ,,,; K=−= .  (48c) 

Note that expressions (48a–c) are generalizations of (45a–c). 

D.  Test cases 

Consider a 150 km long single–phase line formed by a bundle 

of four ACSR conductors, each one with a diameter of 2.5 cm 

and the spacing between adjacent sub–conductors being 45 

cm. The line runs horizontally at a medium height of 27 m 

above a ground -plane with a 100 Ωm resistivity. The line is 
excited at its sending end by a unit–step current–source with 

1/600 S shunt admittance. The far end of the line is open 

ended. Figure 3 shows a diagram of the line connections. 

The response of the line at its two ends is calculated by 

prototypes of the proposed realizations, as well as of the 

standard one consisting in the treatment of all states as 

complex. The prototypes have been executed both, in MatLab 

and eMEGAsim environments. The latter is for subsequent 

development of real–time line models. Table I provides the 

numerical performance, or complexity, of the realizations 

evaluated as the operation count for one ∆t–step update of a 
system   with  12  states.  Note   that  the   direct  approach  for  

 
Fig. 3.  Test–case, single–phase line connection diagram. 

TABLE I 

NUMERICAL PERFORMANCE OF REALIZATIONS. 

Required Basic Operations for 12 States 

Method SUMS MULTS. FLOPS 

1st Ord. pure real 24 24 24 

1st Ord. pure complex 

(Direct implement.) 

 

48 

 

96 

 

96 

1st Ord, complex in real 

Arithmetic 

 

54 

 

54 

 

54 

1st Ord, combined, real 

Arithmetic 

 

30 

 

30 

 

30 

2nd Order 25 25 31 

4th Order 25 25 29 

Full Order 25 25 25 



complex states has the poorest performance, while the 

realizations of first order–combined with real arithmetic and of 

second order are much more efficient.  

Accuracy of the proposed realizations is evaluated 

comparing their results with those from the Numerical Laplace 

Transform (NLT) technique as described in [18]. NLT results 

are produced using 32,172 or more samples, a time–step 

∆t=1.0 µs, the Hanning window and a maximum relative error 
of 10

–5
. Figure 4 provides the waveform at the sending end as 

obtained with the NLT, as well as with the abovementioned 

prototypes. Figure 5 shows a close–up for the two first bends 

of the sending–end waveform. Note from these figures that the 

waveforms obtained with first order realizations, as well as 

with the second order one, are very close to those of the NLT. 

It can also be noticed there that the waveforms for fourth and 

full order realizations depart noticeably from those of the NLT 

and, in addition, in the long run these two waveforms show 

round–off error accumulation and the eventual frank departure 

from the theoretically expected response. 

Figure 6 provides the voltage waveforms for Fig. 3 circuit 

at the far end of the line, and Fig. 7 is a close–up for the first 

three bends of these waveforms. The observations from these 

figures confirm those of Figs. 4 and 5. The error accumulation 

effects of the fourth  and full order  realizations are now  more 

pronounced. 

Finally, Fig. 8 provides plots of percent errors for the 

waveforms at the receiving end by taking the NLT results as 

the reference.. Important features of these error plots are the 

overall differences, not the peaks which coincide with 

reflected wave arrivals, and these peaks are due to slight 

delay–differences between the reference model (NLT) and the 

model being evaluated. 
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Fig. 4  Sending–end waveforms as obtained with different line models. Inner 

frame indicates zoom–in area at next figure. 
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Fig. 5  Close–up of sending–end waveforms. 
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Fig. 6  Receiving–end waveforms as obtained with different line models. 

Inner frame indicates zooming–in at the next figure. 
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Fig. 7  Close–up of receiving–end waveforms. 
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Fig. 8  Percent errors for various model realizations at predicting receiving–

end waveforms. 

VIII.  CONCLUSIONS 

The research reported in this paper is concerned with the 

increase of computational efficiency at the transmission line 

models used in EMT simulations. FD–Line and WB (or ULM) 

are two of the most relevant models available at the principal 

versions of EMTP. Although WB is more general, it has been 

considered here that the use and development of FD–Line 

should be continued, since it requires less computations than 

WB and it applies to very common line cases. 

First, a unified review of both models, WB and FD–Line, 

has been presented here. Then, alternatives to improve their 

computational efficiency have been proposed and analyzed. 

Application of VF to FD–Line has been recommended to 

produce low order rational fits while preserving its accuracy. 

Rational fits obtained with VF may produce complex states 

and the standard treatment of these has been ruled out as it 

results highly inefficient. Instead, it has been proposed here to 



handle all internal state variables by processes in real 

Arithmetic. As conjugate pairs of states carry the same 

information; it has been shown here that one of these can be 

discarded, while the other can be handled very efficiently by a 

pair of equivalent states that are coupled and real.  

Other alternatives proposed and analyzed here consist in the 

realizations of line models by means of second, fourth and 

higher order blocks of states. Higher order realizations involve 

less computations; however, as the order of the blocks is 

increased, the model becomes more sensitive to the round–off 

errors in the digital representation of the model coefficients.  

Several tests have been applied to the proposed 

alternatives. Their accuracy has been evaluated by means of 

the Numerical Laplace Transform [18]. Test results have 

shown that first order realizations with real arithmetic, as well 

as second order realizations, are the most accurate and do not 

present round–off  error accumulation, even after 200 s of 

simulated time. Fourth and higher order realizations, on the 

other hand, do accumulate those errors rather soon. As for 

numerical performance both realizations, first order ones with 

real Arithmetic and  second order ones, are about three times 

more efficient than the standard implementations of WB in 

EMTP. 

IX.  APPENDIX 

Coefficients for expressions (35a–c): 

( ) ( )
( )2RR

2
I

2
RR

tp3tp44

tp4tp2tp4
1

∆−∆−
∆−∆+∆

+=φ .   (A1) 

( ) ( )[ ]2RRI tp3tp44tp8 ∆−∆−∆=η .   (A2) 

( ) ( )[ ]2RII
2

RR
2

R tp2rpt4rpt2tr4e ∆−∆−∆−∆= . (A3) 

( ) ( )2RRI
2

II
2

I tp2rpt4rpt2tr4f ∆−∆+∆−∆= . (A4) 

Coefficients for expressions (37a–c): 

    ( ) ( ) ( )[ ] 1tqtq2tq24
2

I
2

RR −∆+∆−∆−=φ   (A5) 

    ( ) ( )[ ]2I
2

RI tqtq2tq4 ∆+∆−∆=η   (A6) 

    ( ) ( )[ ]RIIR tq2tgqg ∆−∆−=ηθ   (A7) 

    ( ) ( )[ ]RRII tq2tgqg ∆−∆−=ηψ   (A8) 

Coefficients for expression (38): 

    α0 = –2[ℜe{r}××××ℜe{p}+ℑm{r}××××ℑm{p}]  (A9) 

    α1 = 2ℜe{p}     (A10) 

    β0 = p2
     (A11) 

    β1 = –2ℜe{p}     (A12) 

Coefficients for expression (39): 

 c1 = – (2β0∆t2– 8)/den   (A13) 

 c2 = – (β0∆t2–2β1∆t+4)/den   (A14) 

 d0 = (α0∆t2+2α1∆t)/den   (A15) 

 d1 = 2α0∆t2/den  + c1 ×××× d0   (A16) 

 d2 = (α0∆t2 – 2α1∆t)/den – c2 ×××× d0  (A17) 

den = β0∆t2+2β1∆t+4 
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