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Abstract—In this paper, we describe a parallel implementa-
tion of the implicitly coupled solution approach for combined
electromechanical and electromagnetic transients simulation. In
the proposed parallel-in-space-and-time scheme, the equations
for transient stability (TS) are partitioned in space and the
coupled-in-time electromagnetic transients equations (EMT) are
partitioned in time. Thus each processor is assigned equations
for a part of the TS subnetwork along with a subset of coupled-
in-time EMT equations. We present the implementation details
of this parallel in space-and-time scheme, including parallel in
space-and-time partitioning, equations for each processor, and
experimentation with different linear solvers. We also discuss
the scalability of the proposed scheme on different test systems.

Keywords—Hybrid simulator, Implicitly-coupled solution ap-
proach, Transient stability, Electromagnetic transients.

I. INTRODUCTION

he dynamic behavior of electrical power systems is
simulated by using transient stability (TS) simulators and
electromagnetic transient (EMT) simulators. A TS simulator,
running at large time steps, is used for studying relatively
slower dynamics ( e.g., electromechanical interactions among
generators) and can be used for simulating large-scale power
systems. In contrast, an EMT simulator models the same com-
ponents in finer detail and uses a smaller time step for studying
fast dynamics (e.g. electromagnetic interactions among power
devices). Because of small step size, simulating large-scale
power systems with an EMT simulator is computationally
inefficient. A hybrid simulator attempts to interface the TS
and EMT simulators, which are running at different time
steps. By modeling the bulk of the large-scale power system
in a TS simulator and a small portion of the system in an
EMT simulator, the fast dynamics of the smaller area can
be studied in detail, while providing a global picture of the
slower dynamics for the rest of power system. In the existing
hybrid simulation interaction protocols, the two simulators run
independently, exchanging solutions at regular intervals.
In [1], the authors proposed an implicitly coupled solution
approach for the combined transient stability and electromag-
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netic transient simulation. This approach combines the two sets
of equations with their different time steps by a simultaneous
calculation of several time steps of the EMT equations while
computing a single time step of the TS equations.

In this paper we present an implementation of the implicitly-
coupled electromechanical and electromagnetic transient sim-
ulation based on a novel parallel approach in space and
time. In the proposed approach, the equations for TS are
partitioned spatially while the coupled-in-time EMT equations
are partitioned in time. We illustrate the scalability of this
parallel implementation on several test systems using two
different linear solution schemes.

II. HYBRID SIMULATORS

The idea of combined TS-EMT simulation was first pro-
posed by Heffernan et al. [10] to simulate combined HVAC-
HVDC systems. They modeled a HVDC link in detail within
a stability-based AC system framework, thus exploiting the
advantages of both EMT and TS. Specifically, they executed
TS and EMT alternately with periodic coordination of the
results. Reeve and Adapa [14] proposed that the boundary of
the interface should be extended further into the AC network
in order to take into consideration the effect of harmonics
generated by power electronics on the AC network. Anderson
et al. [6] presented another approach to take the harmonics into
account. In their approach, the network equivalent for the TS
network is represented by a frequency-dependent equivalent,
instead of a simple fundamental frequency equivalent circuit.
Sultan et. al., [19] basically adopted the approaches described
above, extending the interface location into the AC network
to some extent, and at the same time having a frequency-
dependent TS network equivalent. Kasztenny et al.[12] have
also discussed a general method for linking different modeling
techniques such as waveform-type, phasor-type, and algebraic-
type simulation techniques into one complete model. Over the
years, many researchers have further explored the combined
TS-EMT simulation in terms of both modeling and algorithm.
Hybrid simulator has become a common term to refer to a
combined TS-EMT simulator.

In the hybrid simulator, the power system network is par-
titioned into two subnetworks: a large network (TS domain
of operation) and a smaller network run with EMT. The
large network has been called the external system [14], [6],
[17], electromechanical transient network [16], or TS-program
subsystem [9], while the smaller system has been called
the detailed system [14], [6], [17], EMT network [16], or
instantaneous network [20]. In this paper, the larger network
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Fig. 1. Detailed and external system

will be called the external system and the smaller system will
the detailed system (see Figure 1).

Since the TS and EMT run at different time steps, syn-
chronization of these simulators is required for data exchange.
This synchronization is done through predefined sequential
actions that coordinate the data exchange between TS and
EMT simulators [13]. Both serial [10], [6] and parallel [17],
[18] interaction protocols have been proposed so far. In serial
protocols, only one simulator, either TS or EMT, runs while
the other is idle. In parallel protocols, both simulators run at
the same time. A comprehensive overview of the state of the
art in hybrid simulators is given in [13].

1 4 t+AL
TS
// I ‘\_\
/ .f \
1 3 5
\\ \ /f
A N
EMT |[ I
f +kAt-E]\ IT
2

Fig. 2. Serial interaction protocol for one TS time step

Figure 2 describes the data exchange between the TS and
EMT simulators, for one TS time step, in a serial interaction
protocol.

We note here that the external system equivalent is not
updated when EMT is running; it is held constant for all the
EMT time steps within a TS time step. This equivalent can
be also derived from some extrapolated history data, but either
way, it may not accurately predict the conditions at the next TS
time step. While such an approach would be sufficient if the TS
system was evolving slowly (i.e., there is a small difference
between the voltages and currents at two consecutive time

steps), for large changes this approach may not be suitable.
Another point to note here is that no iterations are done
between TS and EMT to check whether the solutions at each
TS and EMT boundary are consistent. Having no iterations is
probably sufficient when the external system equivalent does
not change much, and it may be adequate for the gradually
changing external system voltage profile. However, for large
changes in voltages between consecutive TS time steps, itera-
tions would be needed to update the external system equivalent
repeatedly. Because of the explicit coupling, more iterations
would be required, and the solution still might diverge [2].

III. IMPLICITLY COUPLED ELECTROMECHANICAL AND
ELECTROMAGNETIC SIMULATION (TSEMT)

Instead of coupling TS and EMT at the application level,
one could couple these two at the equation solution level [2].
To combine the two sets of equations with their different time
steps and ensure that the TS and EMT solutions are consistent,
the equations for TS and coupled-in-time EMT equations are
solved simultaneously in a single large system of equations.
While computing a single time step of the TS equations, a
simultaneous calculation of several time steps of the EMT
equations is undertaken. For the remainder of this paper, this
implicitly coupled combined TS and EMT simulator will be
referred to as TSEMT.

One of the major assumptions in TS is that the transmission
network is always balanced. Hence a positive sequence net-
work suffices for the analysis. For the hybrid simulators, such
an assumption results in using only a balanced external system
equivalent for EMT. Instead, we use a full three-phase phasor
model of the external system. The details of this three-phase
phasor transient stability modeling can be found in [3].

A. Network equivalents and waveform conversion

Network equivalents and waveform conversion form the
coupling between TS3ph and EMT in the proposed TSEMT
simulator. The equations for these are included in the overall
system of equations and form the implicit coupling between
the TS and EMT equations. We use a Thevenin equivalent
and fundamental frequency phasor current source injection as
the network equivalents for the external and detailed system
respectively. The Thevenin equivalent connects the EMT to
TS3ph and the fundamental frequency phasor current source
injection connects TS3ph to EMT as shown in Fig. 3. The
Thevenin impedance is kept constant unless there is a topolog-
ical change in the external system. Only the Thevenin voltage
Vinev needs to be updated at each time step. Since EMT uses
instantaneous voltages, the phasor voltage V., needs to be
converted to instantaneous waveform v;j,,. This conversion is
done by a fundamental fixed-frequency sine wave generator.

The inclusion of the external system equivalent in EMT
introduces an additional set of differential equations,

di bdry

Lthev = Uthev — Rthevibdry — Ubdry

dt M

where vype, is the instantaneous Thevenin voltage, ipg,y is
the current flowing out through the detailed system boundary
buses, and vy4,-y is the instantaneous boundary bus voltage.
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The detailed system equivalent used by the TS portion
is a fundamental frequency phasor current injection at the
boundary buses. This phasor current injection is computed by
using a Fourier analysis of EMT boundary bus currents g,
over a running window of one cycle of fundamental frequency.
The phasor current injections, Igpry, at the external system
boundary buses expressed in rectangular form can be related to
the instantaneous current, 74, flowing through the detailed
system boundary buses by Fourier analysis as follows:

t+Atrs
Ippry,p(t + Atrs) :T/ ibdry (T) sin(wr)dr
T=t

9 t+Atrgs
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B. Implicitly coupled solution approach

In compact form, the TS system differential-algebraic model
(DAE) equations are

dX
dtTS = F(Xrs, Vrs)

0 =G(Xrs,Vrs).

3)

In (3), Xrg represents the dynamic variables for the syn-
chronous generators and the associated control circuitry (i.e.,
exciters, voltage regulators, turbine governors etc.) while Vrg
are the network phasor bus voltages. The differential equations
for EMT are described by (4).

drgymr
dt

= f(xremT) 4)

Note here that the differential model for EMT is due to
using a state variable analysis scheme and the transmission
lines modeled as equivalent m models. If distributed-parameter
transmission line models and a numerical integration substitu-
tion solution scheme was used, then the EMT model would be
described by algebraic equations with history terms instead.

Adding the coupling, the equations for TS and EMT in
compact form are

d);;rs =F(Xrgs, Vrs)

0= G(Xrs,Vrs, IBpRrY)
dxgéw = fi(®EMT, ibdry) v
dzgiry = fo(@EMT, lbdry, Vthev)

Discretizing the TS equations with the TS time step, Atrg,
and EMT equations with EMT time step, Atg 7, and using
an implicit trapezoidal integration scheme, one can represent
the complete set of equations to solve at each TS time step
(6)-(13). Equations (6) and (7) represent the equations for the
external system for one TS time step, while (8)-(13) are the
coupled-in-time EMT equations. Equations (6)-(13) are solved
simultaneously by using Newton’s method at each TS time
step:

Xrs(tng1) — Xrs(tn) —

A
TS (F(tnia) + Flin) =0 (©)

G(tnyr) =0 @)

EMT(tnt1) — TemT(tn) —

MV (1 (12) + Fi(0) =0 (8)

ibdry (tn+1) — bdry (tn) —

VL 1y (12) + Flta)) =0 9)

M1 (tht2) — TeEMmT(tnt1) —

A
ML £y (t42) + Frltns1) = 0
(10
ibd'r‘y (tn+2) - ibdry (thrl) -
At
o (faltns2) + fo(tni1)) =0
(11)
CEMT(tntk) — TEMT (bnth—1) —
At
};MT (filtnsr) + filtnsr—1)) =
(12)
tpdry (tntk) — tbary (Entr—1) —
A
tEQMT (fQ (tn—O—k) + f2 (tn—i-k—l)) =
(13)

where

Ippry (tn4+1) = hEmT—>153ph (ibdry (tht1),
Z.bdry (tn+2)a IR Z'bd7‘y (tn+k))
(Uthev (tn+l)7 Uthev (tn+2), -+ Uthev (tn+k))
= hrssph—>EMT (Vinev,7s(tN ), Viheo,7s(tN11))



represents the coupling between TS and EMT.

IV. PARALLEL-IN-SPACE-AND-TIME TSEMT

For parallel TSEMT equations, we propose a strategy of
doing a spatial decomposition (i.e., parallel in space) for
the external system equations and a temporal decomposition
(i.e., parallel-in-time) for the coupled-in-time detailed system
equations as shown in Figure 4. The proposed parallel strategy
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Fig. 4. Parallel in space and time partitioning for TSEMT

was chosen from the following observations:

o The external system is larger compared than the detailed
system for large-scale power systems.

o The detailed system has coupled-in-time equations.

o The biggest part in the TS subsystem is the transmission
network.

o Generators and loads are incident at transmission nodes,
that is, their equations are local.

o Communication between processors should be minimum,
and the work load for each processor should be balanced.

A. External system spatial decomposition

For the external system, we adopt a domain decomposition
approach that partitions the external system into several sub-
networks. Figure 4 shows an example of the partitioning of
an external system on two processors. Each external system
subnetwork is the domain of operation of a processor; in other
words, each processor is assigned the DAE equations for the
subnetwork. Equation (14) represents the equations for each
processor, where the superscript p represents the variables
for the current processor and the superscript ¢ represents
the variables needed from other processors to compute the
function on the current processor.

dx?k
TS = F(Xpg, Vi)

0 =G(X}s, Vi, Vis, IpDRY)

(14)

Note that the differential equations (i.e., the electromechan-
ical equations for machines) are naturally decoupled because
they are incident at a bus only, whereas the algebraic network
equations require communication with other processors to
compute their local function. Hence, we partition the external
system based only on the network topology. This partitioning

of the network can be done by hand by judicious topology
scanning or by graph partitioning techniques. We use the
ParMetis package [11] for network partitioning. ParMetis is a
parallel graph partitioning package that is used for partitioning
of unstructured graphs. It tries to partition a given graph
with the objective of minimizing the edge cuts while having
balanced partitions, that is, balancing computational load for
each processor. Along with the network topology information,
larger weights were assigned to the vertices having generators
to account for the extra computation involved for the generator
differential and algebraic equations. With vertex weights,
ParMetis tries to minimize the edge cuts and also have the
same number of vertex weights in each subdomain.

B. Detailed system temporal decomposition

The detailed system equations consist of coupled-in-time
EMT equations, and hence we use a parallel-in-time decom-
position where all the EMT equations within one TS time
step are split among different processors. Thus, each processor
is assigned equations k/np EMT time steps where k is the
number of coupled-in-time EMT time steps and np is the
number of processors. An example that splits the equations
on two processors is shown in Figure 4. Here, the first k/np
are assigned to processor 0 and the remainder to processor 1.
Equations (15)-(20) describe the detailed system equations for
a processor with starting time ¢,,, and p coupled-in-time EMT
steps.

TEMT(tmt+1) — TEMT(tm) —

ML (f (1 2) + filtm)) =0 (15)
ibdry (tm+1) - ibdry (tm) -
LML (o i) + Faltn)) =0 (16)

eEMT(tmt2) — TEMT (tms1) —

At
%(fl(tmwﬂ) + fi(tms1)) =0
(17)
Z.bd’r”y (t7n+2) - Z.bd’r”y (tm-‘rl) -
At
%(fé(tm-iﬂ) + fQ(t7n,+1)) =0

(18)

zEMT@m—&-p) - xEMT(tnL+p—1) -
At
— 5 (iltmap) + fi(tmip-1)) = 0
(19)
Tbdry (tmﬂ)) — Ubdry (thrpfl) -

BT 1) + Dol 1)) = 0
(20)



C. PETSc: Portable Extensible Toolkit for Scientific computa-
tion

Our parallel implementation is based on the mathematical
and computing framework of the high-performance library
PETSc [8]. PETSc is an open source package (BSD-style
license) for the numerical solution of large-scale applications
and provides the building blocks for the implementation of
large-scale application codes on parallel (and serial) com-
puters. The wide range of sequential and parallel linear
solvers, preconditioners, reordering strategies, flexible run-
time options, ease of code implementation, debugging options,
and a comprehensive source code profiler make PETSc an
attractive experimentation platform for developing our parallel
dynamics simulator. A review of PETSc and its use for
developing scalable power system simulations can be found
in [4]. The PETSc package consists of a set of libraries
for creating parallel vectors, matrices, and distributed arrays,
scalable linear, nonlinear, and time-stepping solvers. A few of
the parallel components in PETSc are shown in Figure 5.

Parallel Numerical Components of PETSc

Nonlinear Solvers
Time Steppers

Newton-based Methods .
Pseudo-Time
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Euler

Other

Euler Other
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Fig. 5. Numerical libraries of PETSc [7]

V. PARALLEL TSEMT PERFORMANCE RESULTS

We present the results on four test systems: a IEEE 118-bus
system and three systems formed by replicating the external
system 6x, 10x, and 16x. The detailed system for all the
test cases consists of the radial system formed by buses 20-
23 with three transmission lines and four loads as shown in
6. The disturbance considered was a temporary three-phase
balanced fault inside the EMT region applied for 6 cycles
from 0.1 seconds to 0.2 seconds. The TS time step is 0.01667
seconds while the EMT time step is 0.0001667 seconds; that
is, Atyg/Atgyr = 100. The simulation time length was set
to 1 second. The parallel performance runs were done on a
shared-memory machine with four 2.2 GHz AMD Opteron
6274 processors. Each processor has 16 cores, giving a total of
64 cores. The TSEMT code is written in C by using the PETSc
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Fig. 6. Detailed and External system division for the IEEE 118 bus system

library framework and compiled with GNU’s gcc compiler
with -O3 optimization.

The scalability of the proposed parallel-in-space-and-time
approach was tested for two linear solution schemes:

o Direct parallel LU factorization using MUMPS:

MUMPS is a parallel sparse direct linear solver that uses
a multifrontal approach [5] for the parallel solution of
Ax =b.

« GMRES with block-Jacobi preconditioner: Krylov
subspace based iterative solver GMRES [15] is a linear
solver along with a block-Jacobi preconditioner. The
block-Jacobi preconditioner uses the diagonal blocks of
the Jacobian matrix on each processor. On each block
we do a LU factorization with a quotient minimum
degree (QMD) reordering scheme to form the block-
Jacobi preconditioner.

Figures 7-10 show the execution times, while Figures 11-14
show the speedup for the 118, 6x 118, 10x 118, and 16x118
bus test systems respectively. The speedup is compared with
a direct LU factorization using the MUMPS package on 1
processor. As seen, GMRES with the block-Jacobi precondi-
tioner was found to be more scalable than a parallel direct
solution using MUMPS. For the largest test case, GMRES
with the block-Jacobi preconditioner achieved a speedup of
11.54 on 16 cores. Note that a superlinear speedup observed
using GMRES with block-Jacobi preconditioner for 2,4, and
8 core runs for some cases can be attributed to cache effect.

VI. CONCLUSIONS

This paper presented a parallel implementation of the
implicitly-coupled electromechanical and electromagnetic
transients simulation using a space-and-time partitioning strat-
egy. Test results presented on several test systems show the
scalability of the proposed parallel implementation using two
linear solution schemes. For all the test systems the iterative
solver GMRES using a block-Jacobi preconditioned was found
to be more scalable than a parallel direct solution using the
MUMPS package.



==MUMPS =H=MUMPS
==GMRES+BJACOBI =4=GMRES+BJACOBI
10.00

—_ — 10.00

o o

2 20

v 1)

E £

= =

1.00 - 1.00 -
2 4 8 12 16 2 4 8 12 16
# Cores # Cores
Fig. 7. Comparison of TSEMT runtimes for the 118 bus system Fig. 10. Comparison of TSEMT runtimes for the 1888 bus system

Time (sec)

===MUMPS
L =o=GMRES+BIACOBI
o \/\
| \ & il
1.00
2 4 8 12 16
# Cores

Fig. 8. Comparison of TSEMT runtimes for the 708 bus system
==MUMPS
==GMRES+BJACOBI

10.00
©
2
v
£E
=

1.00 -
2 4 8

# Cores

12 16

Fig. 9. Comparison of TSEMT runtimes for the 1180 bus system

[1]

[2]

[3]

[4]

REFERENCES

S. Abhyankar, “Development of an implicitly coupled electromechanical
and electromagnetic transients simulator for power systems,” Ph.D.
dissertation, Illinois Institute of Technology, 2011.

S. Abhyankar and A. Flueck, “An implicitly-coupled solution approach
for combined electromechanical and electromagnetic transients simula-
tion,” in Proceedings of the IEEE PES General Meeting. 1EEE, 2012.
S. Abhyankar, A. Flueck, X. Zhang, and H. Zhang, “Development of
a parallel three-phase transient stability simulator for power systems,”
in Proceedings of the 1st International Workshop on High Performance
Computing, Networking and Analytics for the Power Grid. ACM, 2011.
S. Abhyankar, B. Smith, H. Zhang, and A. Flueck, “Using PETSc
to develop scalable applications for next-generation power grid,” in
Proceedings of the Ist International Workshop on High Performance
Computing, Networking and Analytics for the Power Grid. ACM,

Speedup

16.00

==MUMPS
=0=GMRES+BJACOBI
8.00
4.00
2.00
1.00 -
2 4 8 12 16
# Cores

Fig. 11. Comparison of TSEMT speedup for the 118 bus system
16.00
==MUMPS

8.00 -~*=GMRES+BJACOBI
o
3
'i 4.00
w

2.00

1.00 -

2 4 8 12 16
# Cores

Fig. 12.

[5]

[6]

[7]

Comparison of TSEMT speedup for the 708 bus system

2011. [Online]. Available: http://www.mcs.anl.gov/uploads/cels/papers/
P1957-0911.pdf

P. R. Amestoy, 1. S. Duff, J.-Y. L’Excellent, and J. Koster “A fully
asynchronous multifrontal solver using distributed dynami ¢ scheduling,”
SIAM Journal on Matrix Analysis and Applications, vol. 23, no. 1, pp.
15-41, 2001.

G. Anderson, N. Watson, C. Arnold, and J. Arrillaga, “A new hybrid
algorithm for analysis of hvdc and facts systems,” in Proceedings of
IEEE International Conference on Energy Management and Power
Delivery, vol. 2, 1995, pp. 462-467.

S. Balay, J. Brown, K. Buschelman, V. Eijkhout, W. D. Gropp,
D. Kaushik, M. G. Knepley, L. C. Mclnnes, B. F. Smith, and
H. Zhang, “PETSc users manual,” Argonne National Laboratory,
Tech. Rep. ANL-95/11 - Revision 3.2, 2011. [Online]. Available:
http://www.mcs.anl.gov/petsc



16.00
=H=MUMPS

==GMRES+BJACOBI 4
8.00

=%
3
-E 4.00 /
=%
wy v

2.00

1.00

2 4 8 12 16

Fig.

Fig.

[8]
[9]

[10]

[11]

[12]

[13]

[14]

[15]
[16]

[17]

(18]

Speedup

# Cores

13.  Comparison of TSEMT speedup for the 1180 bus system

16.00

==MUMPS
8.00 -~*"GMRES+BIACOBI

4.00
L 4
2.00
1.00
2 4 8 12 16
# Cores

14.  Comparison of TSEMT speedup for the 1888 bus system

——, “PETSc Web page,” http://www.mcs.anl.gov/petsc, 2011.
[Online]. Available: http://www.mcs.anl.gov/petsc

T. Fang, Y. Chengyan, W. Zhongxi, and Z. Xiaoxin, “Realization
of electromechanical transient and electromagnetic transient real time
hybrid simulation in power system,” in Proceedings of IEEE Power
Engineering Society Transmission and Distribution Exhibit: Asia and
Pacific, 2005, pp. 16-23.

M. Heffernan, K. S. Turner, J. Arillaga, and C. Arnold, “Computation of
ac-dc system disturbances:part i,ii,and iii,” IEEE Transactions on Power
Systems, vol. 100, pp. 4341-4363, 1981.

G. Karypis and V. Kumar, “ParMETIS: Parallel graph partition-
ing and sparse matrix o rdering library,” Department of Com-
puter Science, University of Minneso ta, Tech. Rep. 97-060, 1997,
http://www.cs.umn.edu/ metis.

B. Kasztenny and M. Kezunovic, “A method for linking different
modeling techniques for accurate and efficient simulation,” IEEE Trans.
on Power Systems, vol. 15, pp. 65-72, 2000.

IEEE Task Force on Interfacing Techniques for Simulation Tools, “In-
terfacing techniques for transient stability and electromagnetic transients
program,” I[EEE Transactions on Power Systems, vol. 8, pp. 2385-2395,
2009.

J. Reeve and R. Adapa, “A new approach to dynamic analysis of ac
networks incorporating detailed modeling of dc systems. part i and ii,”
IEEE Transactions on Power Delivery, vol. 3, pp. 2005-2019, 1988.
Y. Saad, Iterative Methods for Sparse Linear Systems. SIAM, 2000.
H. Su, K. W. Chan, and L. A. Snider, “Investigation of the use of
electromagnetic transient models for transient stability simulation,” in
Proceedings of the 6t International Conference on Advances in Power
System Control, Operation, and Management, 2003, pp. 787-792.
——, “Parallel interaction protocol for electromagnetic and electrome-
chanical hybrid simulation,” in Proceedings of the Institute of Electrical
Engineers Conference, 2005, pp. 406—414.

H. Su, K. W. Chan, L. A. Snider, and J. Soumagne, “Advancement on the
integration of electromagnetic transients simulator and transient stability

simulator,” in Proceedings of International Conference on Power System
Transients, 2005.

[19] M. J. Sultan, J. Reeve, and R. Adapa, “Combined transient and dynamic
analysis of hvdc and facts systems,” IEEE Trans. on Power Delivery,
vol. 13, pp. 1271-1277, 1998.

[20] X. Wang, P. Wilson, and D. Woodford, “Interfacing transient stability
program to emtdc program,” in Proceedings of IEEE International
Conference on Power System Technology, vol. 2, 2002, pp. 1264-1269.

Portions of the submitted manuscript have been created
by UChicago Argonne, LLC, Operator of Argonne National

Laboratory (“Argonne”). Argonne, a U.S. Department of En-

ergy Office of Science laboratory, is operated under Contract

No. DE-AC02-06CH11357. The U.S. Government retains for

itself, and others acting on its behalf, a paid-up nonexclusive,

irrevocable worldwide license in said article to reproduce,
prepare derivative works, distribute copies to the public, and
perform publicly and display publicly, by or on behalf of the

Government.



