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 Abstract-- A precondition for precise measurement with 

PMUs (Phasor Measurement Units) is a quasi-stationary signal 

within the sampling data window. High accuracy is given as long 

as only electromechanical transients occur. However, 

electromechanical transients can be induced by switchings which 

cause electromagnetic transients as well. PMUs cannot always 

filter out these electromagnetic transients. Therefore, a new 

method for an adaptive time-synchronized measurement 

technique dealing with electromagnetic transients is discussed. 

The power system is modeled as a state-space model based on 

differential equations obtained by Kirchhoff’s law in a linear 

RLC network. The solution of this state-space model contains 

voltages and currents as signal parameters. However, the 

stationary solution can only be obtained if the fundamental 

frequency is known in advance. Besides the fundamental 

frequency, a subspace-based frequency estimator like ESPRIT 

also provides other sub-synchronous resonance frequencies. 

These frequencies can be compared with the homogenous 

solution of the state-space model. 

 

Keywords: Time-synchronized measurement, PMU, Transi-

ents, ESPRIT. 

I.  INTRODUCTION 

ime-synchronized phasor measurement is regarded as 

beneficial for power system operation. It enables the 

monitoring of angle, frequency and voltage stability 

and has big potential for improvement of state estimation and 

power system restoration [1], [2]. In addition to monitoring, 

synchrophasors are considered as input for wide area control 

based on HVDC and FACTS [3] because of the high accuracy 

of the synchrophasors for quasi-stationary signals in 

accordance to the current IEEE standard C37.118.1 [3]. 

However, the evaluation of PMUs [5], [6] revealed that 

commercial PMUs may meet C37.118 requirements but are 

not capable of filtering out electromagnetic transients which 

occur during fast switchings or faults.  

Therefore, this paper examines time-synchronized 

measurements disturbed by electromagnetic transients initiated 

by a switching. First of all, a signal model is needed so that 
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synchrophasors from the PMUs can be compared to a 

reference value. On the one hand, the IEEE standard defines 

the total vector error (TVE) for PMU accuracy. On the other 

hand, the standard does not describe how the reference value 

for TVE calculation is obtained. Numerical simulation enables 

off-line examination of electromagnetic transient signals. 

Usually, the solving is based on differential equations with the 

implicit trapezoidal rule of integration together with 

Bergeron’s method for calculation of travelling waves [7]. 

Therefore, the numerical solution provides waveforms but 

does not provide output signal parameters such as damping, 

frequency, phase angle and amplitude which describe 

reference values for the evaluation of time-synchronized 

phasor measurement. A linear set of continuous time state-

space formulations based on Kirchhoff’s law in a linear RLC 

network must be solved in order to obtain these signal 

parameters.  

The calculation of the synchrophasor very often applies the 

(discrete) Fourier transform (DFT) because of its efficiency 

for the determination of the fundamental component as long as 

the signal is stationary within its data window. However, a 

switching leads to non-stationary signals with non-harmonic 

frequency components. Subsequently, the additional signal 

components impede the fast measurement of the synchro-

phasor. In order to obtain meaningful synchrophasors, a 

detection of changes of the system state and a corresponding 

segmentation are required. To detect a change of state, an 

autocorrelation-based subspace analysis by the ESPRIT 

(Estimation of Signal Parameters Via Rotational Invariance 

Techniques) [8] algorithm can be applied, which can also be 

used to perform a continuous comparison to a-priori signal 

parameters. ESPRIT analyses the rotational invariance of 

temporarily subsequent eigenvectors to estimate the 

frequencies. With the help of the samples and the incorporated 

frequencies, the corresponding (initial) phase angles and 

amplitudes can be estimated. Furthermore, the time instant of 

system change can be estimated by monitoring confidence 

parameters like noise levels so that the non-stationary signal 

can be segmented and conventional algorithms such as DFT-

based techniques can be applied [9]. 

Thus, adaptive time-synchronized measurement requires 

the consideration of the power system state. This can be done 

by a state-space formulation. Afterwards, specific algorithms 

can be applied. For the detection of electro-magnetic 

transients, ESPRIT is more suitable than the DFT since 

ESPRIT is based on a signal model which may consist of 

several non-harmonic frequencies. In contrast, the DFT is a 

mathematical transform and can only be used to estimate 
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frequencies based on its sampling frequency and window 

length. It can be improved by interpolation methods [10], but 

it will still suffer from spectral masking. 

 This paper is organized as follows: Section II contains the 

description of the formulation of a continuous time state-space 

model and its solution. Section III is a review of the signal 

parameter estimation algorithm ESPRIT. The analysis of an 

event in an artificial 8-node network provides the non-

perturbed signal parameters within Section IV. The closing of 

a transmission line is simulated in order to obtain typical 

signals of electromagnetic transients. The resulting signals are 

analyzed and evaluated by ESPRIT in Section V.  These 

results are compared with the steady-state and with the results 

of DFT-based techniques. Moreover, Section V discusses the 

potential of signal segmentation. Section VI summarizes main 

results and highlights the advance of the estimation of 

subharmonics regarding time-synchronized phasor 

measurement during electromagnetic transients.  

II.  LINEAR STATE-SPACE SYSTEM MODEL 

The linear state-space model will be exemplified by the 

switching of a transmission line to examine the influence of 

electromagnetic transients on the measurement of 

synchrophasors. The switching is chosen with respect to the 

constraint not to change the power balance significantly. By 

this, the generators and loads can be regarded as constant. 

Furthermore, the closing of a transmission line is symmetrical 

and (in contrast to breaking a line or a fault) the event cannot 

easily be detected by the zero component. We neglect the 

frequency dependency of the network’s physical characteris-

tics. 

This suggests a one-phase linear state-space system model 

with constant parameters and excitation.  

A.  Model Description 

The state of a power system is defined as a set of state 

variables enabling a complete mathematical description. This 

state-space model can be written as follows:  

 ̇⃗( )     ⃗( )   ⃗⃗( ), (1) 

where  ⃗( ) is the state vector,   represents the system 

matrix and  ⃗⃗( ) is the input vector representing external 

excitation. 

A power system can be regarded as an interconnection of 

nodes. The nodes contain loads and generators and are 

connected by graphs. For these graphs, suitable transmission 

line models are chosen. Assuming a high meshed network like 

the European transmission network, the lines can be regarded 

electrically short. In consequence, we modeled the graphs with 

the PI-model. If a line is closed, the energizing of the line’s 

capacitances should be taken into account. Since this cannot 

be modeled with PI, this line must be modeled as T-equivalent 

although its additional virtual node complicates the model. In 

exchange, the initial values of this line can be set to zero 

which is advantageous.  

 

 

 Two nodes (“i” and “j”) and their connection are modeled 

by a RLC network as presented in Fig. 1.  
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Fig. 1. Representation of power system by interconnected nodes (cut-out) 

with PI-modeled transmission line 

The optional connection of a generator or load to a node is 

not necessary for the composition of the state-space model. A 

generator is modeled by a serial connection of a voltage 

source and an inductance. Loads are modeled by serial 

connection of resistance and inductance. 

The state vector  ⃗⃗( ) contains the currents in all generators 

 ⃗̇ ( ), loads  ⃗̇ ( ), transfer branches  ⃗̇  ( ) and all nodal 

voltages  ⃗⃗( ): 

 ⃗( )   ( ̇⃗ ( )  ̇⃗ ( )   ̇⃗  ( )  ⃗⃗( )) (2) 

B.  Solution of the State-Space Model 

    1)  General Solution 

Based on the homogenous differential equation system (3), 

eigenvalues and eigenvectors of the system can be obtained.  

 ̇⃗( )    ⃗( ) (3) 

Every real eigenvalue    of   with an associated eigenvec-

tor is a specific solution    
    of the differential equation set. 

For a complex eigenvalue        , a complex eigenvector 

              is determined. For its complex conjugate 

       , this can be done likewise This results in two real 

solutions being the real part and the imaginary part of  

    
    (    ) (    )  

                    (             ) . 
(4) 

There are n special real solutions where n is the dimension 

of the matrix  . The general homogeneous solution is a linear 

combination of the n special real solutions. 

    2)  Particular Solution 

The approach for the particular solution requires the 

consideration of  ⃗⃗( ), the column vector of known functions 

of external excitation. These functions include the signals 

from the voltage sources in every node i:  

   ( )          (      ). (5) 



Each voltage source can be regarded as the excitation 

voltage of a generator. The vector  ⃗⃗( ) may be composed of 

the sum of all terms containing excitation voltages multiplied 

with according topology parameters. Subsequently, the 

excitation vector can be composed by sine and cosine terms: 

 ⃗⃗( )  ∑ ( ⃗     (    )   ⃗     (    )) . (6) 

Therefore, the approach for the particular solution is to 

define a solution for a state vector as follows: 

 ⃗ ( )  ∑ ( ⃗     (    )   ⃗     (    )) . (7) 

The vector elements in  ⃗  and  ⃗⃗  are constants which can be 

calculated by the full solution and the initial state variable 

values. The particular solution can then be obtained by 

applying (7) in (1).  

The resulting equation system can be separated in sine and 

cosine parts according to their frequency. It can be shown that 

for each frequency, the vector  ⃗⃗  can be obtained by solving a 

linear system:  

( 
  

  
       )

⏟          
 ⃗  

 

  
   ⃗   ⃗ ⏟      

 . 

(8) 

      ⃗     ⃗⃗      

The vector  ⃗ can subsequently be obtained by: 

 ⃗  
 

  
  ⃗  

 

  
   ⃗  . (9) 

    3)  Composition of full solution 

As well known, the full solution of the differential equation 

system can be obtained by the summation of the general and 

particular solution. The general solution represents additional 

signal components – electromagnetic transients, which are 

very often regarded as noise. These signals can be assumed to 

be damped. The particular solution represents the stationary 

solution, which contains synchrophasor information. In 

consequence, with the first sample which detects the 

switching, we can theoretically calculate the resulting 

stationary value. Subsequently, stationary parameters such as 

angle and magnitude for each signal can be obtained. 

This implies that the stationary value can be regarded as 

constant right before and after the event. 

C.  Example: Simulation of Switching 

To prove the concept, the closing of a parallel transmission 

line in a two-node system as displayed in Fig. 2 is simulated 

exemplarily. In this scenario, two generators are connected via 

one transmission line. A load is connected to node 2. The 

resulting power flow leads to a quite low voltage in node 2. 

Therefore a parallel transmission is closed at time t=2.005 s. 

Keeping in mind that we focus on the fundamental phasor, 

we validated the stationary values by stationary complex 

calculation.  

Node 1 Node 2

Line 2

Line 1

Breaker 1 Breaker 2

Generator 1

Load

Node 3

Generator 2

U1 φ1 U2 φ2

Fig. 2. Scenario to prove the legitimacy of the calculation of electromagnetic 

transients by the analytical solution of state-space formulation   

To take the energizing of the capacitance in line 2 into 

account, a T-equivalent network must be applied. Only with 

this, the initial values for an unloaded capacitance can be 

applied, i.e. the voltage of the capacitance is zero. Topology 

parameters are given in the Appendix. 

 Fig. 3 displays the resulting voltage step of the fundamen-

tal 50-Hz-component. The closing at time t=2.005 s of a line 

leads to an increase of the nodal voltage magnitudes. 

 

Fig. 3. Fundamental voltage magnitude during closing of  parallel 

transmission line in two-node system 

Simultaneously, the phase angle of both nodal voltages 

drops as displayed in Fig. 4. 

 
Fig. 4. Fundamental voltage angle during closing of a parallel transmission 

line in two-node system 

However, the complete resulting signal includes the 

electromagnetic transients as well, see Fig. 5. Right after the 

closing at t=2.005 s, both instantaneous voltages drop because 

of the energizing of the line capacitance.  

In node 2, the voltage is damped because of the impedance 

of the connected load.  

At node 1, no additional components damp the high 

frequency oscillation so that these signal components disturb 

the fundamental 50 Hz significantly for more than one cycle. 



 
Fig. 5. Voltage waveform druing the switching and energizing the parallel 

tranmission line 

Though this example only utilizes a small model, we can 

conclude that topology changes can lead to heavy disturbances 

caused by electromagnetic transients. In consequence, small 

changes of magnitude or phase angle cannot easily be 

detected. However, from the state-space calculation we know 

that the stationary value exists immediately after the 

switching. Furthermore, the stationary value can be estimated 

by the particular solution of state-space model depending on 

topology information and excitation values as well as the 

system frequency. 

III.  PARAMETER ESTIMATION 

 For the examination of the influence of electromagnetic 

transients on synchrophasor measurements, the mentioned 

state-space model (1) can be connected with a parameter 

estimation algorithm. As mentioned, there are two 

intersections. Prior to the state-space estimation, the 

fundamental system frequency can be estimated and then be 

used as initial value for the state-space estimation. After the 

state-space estimation, the remaining parameters of the signal 

can be estimated and matched to the results of the state-space 

estimation to verify the results in-the-loop. A suitable 

parameter estimator is the subspace-based parameter 

estimation using the eigenvectors of the samples’ autocorrela-

tion matrix to estimate the incorporated sinusoids, i.e. ESPRIT 

[11]. In this work, we propose to use an extended approach 

named DaPT [12] which is able to handle a variable number of 

sinusoids with various intensities. The general signal model 

for the input samples   used for ESPRIT can be written as 

follows:  

        ∑   
 (   

  
  

    )

 

   

   (10) 

       ∑   
     

  
  

 

   

 ;       
   .  

Within this equation,       denotes additional white 

Gaussian noise,   represents the rank with the according 

parameters for frequency, phase and amplitude (         ). 

 

The sampling frequency is noted as    and the time-index is 

 . Reconsidering Eq. (4), the solutions of the state-space 

model describe sine functions (so-called sinusoids). In a 

potential voltage measurement, theses sinusoids appear 

superposed. To map this to the signal model of Eq. (10), it is 

considered that every sinusoid can be written as the sum of 

two complex exponential functions (Euler’s identity). In 

addition, the DC offset of such measurement has the 

frequency         making it a constant. This results in the 

following model specific to this application: 

            ∑  ̂ ( 
    

  
    

    
   
  ) 

   . (11) 

In this equation, the new parameter      (   )     

numbers the superposed sinusoids. The frequencies of the 

superposed sinusoids incorporated in a voltage measurement 

of a node are estimated via a subspace-based approach. A 

sliding vector of temporally equidistant and subsequent 

samples  ⃗⃗ is used to estimate the autocorrelation matrix of the 

measurement signal. Typically, this is done via exponential 

averaging:                  ⃗⃗  ⃗⃗ . 

An eigenvector analysis of the autocorrelation matrix 

reveals the sinusoids of which the signal is composed. The 

common ESPRIT algorithm enables the parameter extraction 

from such eigenvector by estimating the rotation (in the sense 

of complex exponentials) needed to shift the phase as much as 

one time-step (     
  ) does. This principle is called 

rotational invariance. The challenge is the varying rank   of 

the signal; every event-driven sinusoid beside the fundamental 

component is only temporarily present. This rank is not 

available a-priori and has to be estimated. However, the 

statistical distribution of the sinusoids’ amplitudes is not 

suitable for common rank estimators like AIC/MDL [13]. To 

overcome this, the rank is always overestimated a little so that 

ESPRIT will calculate noise frequencies. Rating ESPRIT’s 

results over time can identify and separate signal frequencies 

from noise and – by counting these – provide a rank 

estimation. The procedure is realized in DaPT. In addition, 

this tool chain may be extended with functions to enforce the 

estimation and extraction of DC-offsets and to specially look 

for a-priori known, possible frequencies like the fundamental 

frequency and the frequencies incorporated in the solution of 

the state-space model (recursive approach) [14]. 

The signal model from Eq. (11) can be used to estimate 

each frequency’s phasor (  ). After the frequency estimation, 

all elements of the equation are known except of the complex 

amplitudes and the noise. Since the input samples are provided 

as a window of data and the time index for each sample is 

known, the signal model becomes an over-determined set of 

equations that can be solved with respect to the minimal 

squared error by e.g. Least-Squares. 

This approach provides viable results using the fundamen-

tal component as only input. However, the error can be 

reduced if the results of ESPRIT are incorporated. Moreover, 

information on the strength of subharmonic frequency 

components can be extracted. 

 



This solution can obviously only be valid if the signal can 

be assumed quasi-stationary for the data window. Fortunately, 

this solution can also be used to reconstruct the signal. This 

enables the calculation of the mentioned squared error, which 

can easily be used to perform segmentation.  

IV.  SIMULATION 

To examine different damped signals, the closing of a 

parallel transmission line in an eight-node system is simulated. 

The model is displayed in Fig. 6. The size of this system might 

seem small, but it is complex enough to demonstrate our 

method. In an interconnected network, signals are disturbed 

differently depending on topology and the distance from the 

place of origin. It is shown that the change of the system state 

can be detected by signal processing algorithms within 

fractions of a cycle. 

Node 1 Node 2

Generator 1 Load 2 Generator 2

U1 φ1 U2 φ2

Node 3 Node 4

Load 4

U3 φ3 U4 φ4

Node 5 Node 6

Load 6Generator 6

U5 φ5 U6 φ6

Node 7 Node 8

Load 8

U7 φ7 U8 φ8

Generator 7 Load 7Load 3

Breaker Breaker 

Fig. 6. Eight-node system for simulation of electromagnetic transients 

In the following scenario, the voltage in node eight on the 

bottom right of the system is below 0.9 p.u. (ca. 207 kV), see 

Fig. 7. The closing of a parallel transmission line at time 

t=2.005 s leads to an increase of all voltages across the 

network. Especially at node 8, the voltage rises above 0.9 p.u. 

into operational limits. 

 

 
Fig. 7. Stationary value of nodal Voltage before and after switching 

The switching causes sudden changes of the phase angle as 

well, see Fig. 8. However, the change might be very small. 

E.g. the voltage phase angle in node five only drops around 

0.07 degrees. On the other hand, the phase angle in node 3 

rises around 0.3 degrees. 

As long as the fundamental values are obtained from the 

simulation, small variations in angle and magnitude can be 

recognized. 

 

 
Fig. 8. Angle of fundamental component before and after switching 

The transient voltage waveform reveals that in a short 

period electromagnetic transients disturb the fundamental 

value. The voltage at more distant places, i.e. nodes with a 

larger (multi-hop) distance to the origin of the disturbing 

event, is less disturbed as shown in Fig. 9. 

 
Fig. 9. Transient voltage waveform during switching 

A cut-out of the voltage waveforms of different nodes 

shows that the additional disturbing signals occur later for 

distant nodes. For example in Fig. 10, the distortion of the 

voltage occurs first at node 5 which is close to the switched 

line; then the distortion occurs in nodes four, eight and three 

subsequently. 

 
Fig. 10. Zoom in Transient voltage waveform during switchung 

V.  SIGNAL ANALYSIS 

The frequency analysis of the voltage signal u5(t) using 

ESPRIT is shown in Fig. 11. Two strong frequency 

components are detected shortly after energizing the parallel 

line at t=2.005 s.  



 
Fig. 11. Frequency analysis with ESPRIT for u5(t) 

However the estimated frequencies are marked (red) with a 

higher grade of uncertainty for around 20 ms. With 20 ms 

delay, other subharmonic frequency components are detected, 

too. Such a high number of different additional frequencies are 

a clear sign indicating a non-stationary signal. In consequence, 

the signal should be segmented at t=2.005 s with the 

occurrence of the first higher harmonics. The MSE-level of 

the Least-Squares-based phasor estimation will trigger the 

event at about the same time. Choosing a small window length 

for the Least-Squares estimator, the segmentation can be 

triggered even earlier. An adaptive segmentation approach 

will be a topic of further research. 

The plot of the calculated phase angle in Fig. 12 shows that 

a segmented signal is a precondition for high accuracy in 

contrast to ordinary sliding windows. Furthermore, the 

comparison of rectangular and hamming windows reveals that 

even the window type does not matter. This is consistent due 

to the constraint of stationary signals. Only the angle 

calculation of the (segmented) Least Squares phasor 

estimation shows a fast response but undershoots for 40 ms. 

 

Fig. 12. Comparison of angle measurments of u5(t) during switching analyzed 

by DFT with different windows and optional segmentation 

As mentioned before, the distortion is much less in remote 

sites like node three (see Fig. 13). Frequency components with 

higher frequency are detected with a delay of around 30 ms 

even though we know from Fig. 10 that the waveform is 

distorted right after the switching at t=2.005 s. The reasons for 

this are the small amplitudes of the additional components at 

such distant site which renders the frequency estimation 

uncertain during this delay. 

 

Fig. 13. Frequncy analysis with ESPRIT for u3(t) 

The angle’s step is still detected but with a delay (Fig. 14). 

If the segmentation error can be corrected for example by 

refreshed information from other nodes then the angle can be 

detected precisely as well using DFT.  

 

Fig. 14. Comparison of angle measurment of u3(t) during witching analzed by 

DFT with different windows and optional segmentation 

As an alternative, the least squares method provides fast 

and accurate angle estimation without overshoot. As can be 

seen in Fig. 15, the mean square error between the 

measurement and a reconstructed signal based on the least 

squares estimation easily provides segmentation information. 

 

Fig. 15. Mean square error of reconstructed signal against measurement 

VI.  RESULTS 

Based on the signal analysis in the previous chapter, we 

conclude that time-synchronized phasor measurement is not 

disturbed by electromagnetic transients as long the non-

stationary signal is segmented into quasi-stationary segments. 



In consequence, each data window of one segment does not 

contain different system states. If the segmentation is done 

correctly at the right time instant, conventional signal 

processing algorithms like DFT-based techniques can provide 

high accuracy. 

ESPRIT is an efficient algorithm for the detection and 

identification of additional signal components. This 

information can be valuable for the assessment of the power 

system (e.g. event classification). In case of strong 

disturbances, the frequency estimates can help isolating the 

fundamental component by supporting a Least Squares-based 

phasor estimation.  

Both algorithms provide powerful information for the 

segmentation. Furthermore, the validity of the synchrophasor 

can be flagged or marked in a way that as long as subharmonic 

frequency components are detected the input signal is not a 

stationary single-sinusoid signal. Moreover, ESPRIT is a more 

suitable tool for the analysis of electro-magnetic transients 

than the (discrete) Fourier transform because it has higher 

resolution and is not sensible to spectral masking, i.e. signals 

with frequencies which are close together can be detected, too.  
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VIII.  APPENDIX 

Topology data for calculation in Section II.C: 

 

TABLE I: GENERATOR DATA 

Node 

number 
Ld [H] Udi [kV] φ [°] f [Hz] 

1 0.92 350 30 50 

2 0.92 350 30 50 

 
TABLE II: LOAD DATA 

Node 

number 
R [Ω] L [H] 

2 325.80 0.340866 

 
TABLE III: LINE DATA 

Node i Node j R[Ω] L[mH] C[µF] G[S] 

1 2 6.65 139.26 2.40 0 

1 3 3.325 69.63 1.20 0 

3 2 3.325 69.63 1.20 0 
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