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Parareal in Time for Dynamic Simulations of Power
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Abstract—In recent years, there have been significant devel-
opments in parallel algorithms and high performance parallel
computing platforms. Parareal in time algorithm has become
popular for long transient simulations (e.g., molecular dynamics,
fusion, reacting flows). Parareal is a parallel algorithm which
divides the time interval into sub-intervals and solves them con-
currently. This paper investigates the applicability of the parareal
algorithm to power system dynamic simulations. Preliminary
results on the application of parareal for multi-machine power
systems are reported in this paper. Two widely used test systems,
WECC 3-generator 9-bus system, New England 10-generator 39-
bus system, is used to explore the effectiveness of the parareal.
Severe 3 phase bus faults are simulated using both the classical
and detailed models of multi-machine power systems. Actual
Speedup of 5-7 times is observed assuming ideal parallelization. It
has been observed that the speedup factors of the order of 20 can
be achieved by using fast coarse approximations of power system
models. Dependency of parareal convergence on fault duration
and location has been observed.

Index Terms—Parareal in time, parallel algorithms, power
system dynamics, time parallel

NOMENCLATURE

δ Rotor angle (in “electrical radians”).
ωB Rotor (electrical) synchronous speed.
Sm Slip speed = ω−ωB

ωB
Tmech, Telec Mechanical and Electrical torques
D Damping coefficient
E′q Transient induced voltages due to field flux-linkages
id, iq d, q-axis components of stator current
T ′do, T

′
qo d, q-axis open circuit time constants

Xd, X
′
d, Xq, X

′
q d, q-axis reactances

Efd Field voltage
Vt 6 θ Voltage measured at the generator terminal
Vref Reference voltage
VS PSS input
Ra Armature resistance
vd, vq d, q-axis components of terminal voltage
H Inertia Constant of machine
IBUS Vector of bus current injections
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YBUS Bus admittance matrix including the generator and
load impedances.

VBUS Bus voltages vector

I. INTRODUCTION

COmputational complexity of power system dynamic sim-
ulations has been increasing steadily due to the growing

interconnections, high penetration of renewables, network ex-
pansion to meet the growing demand, and increased use of
power electronic based transmission controls (HVDC, FACTS,
etc.). Maintaining power system stability is essential for se-
cure and reliable power supply to the customers. Dynamic
simulations analyze the impact of potential contingencies in
a time frame of 10-20 seconds after a disturbance. Solving
thousands of non-linear differential-algebraic equations (DAE)
in each time-step due to the detailed mathematical modeling
of grid components in power system dynamic simulations is a
very challenging task. Parallel computing on high performance
computing (HPC) architectures and parallelization techniques
have become an increasingly attractive choice for researchers
[1].

The parallelization techniques can be broadly classified into
three categories:

1) Parallelism across the system [2], [3], [4], [5], which
partitions the system equations in to various components
and distribute the computation over different processors;

2) Parallelism across the method [6], [7], [8], [9], which
exploits the parallelism in numerical scheme that is used
to solve the equations;

3) Parallelism across the time domain[10], [11], [12], [13],
which consists in dividing the integration interval into
sub-intervals and solve concurrently over each sub-
interval.

It has been realized that the above methods do not give
speedups suitable for faster than real-time simulations when
they are actually implemented on parallel computing hardware
[1]. There are spatial, temporal, hardware, and numerical
dependencies that need to be optimized in order to achieve
higher speedups in parallelization. In [1] it has been observed
that the parallel in time algorithms actually end up solving
several smaller time steps in parallel due to inflexibility in the
numerical method and difficulty in approximating the initial
seeds in each sub-interval which limits the speedup.

“Parareal in Time” algorithm first proposed in [14] provides
flexibility in terms of both the numerical method and the initial
seed. The parareal method decomposes the time evolution
problem into a series of independent evolution problems
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on smaller time intervals. A coarse approximation of the
trajectory is used to supply the initial seeds and an iterative
algorithm based on a predictor corrector approach, that gen-
erally converges quite fast [15], leads to real time solution
procedures when large number of processors can be availed.
This method does extra work for the same simulation but can
drastically reduce the wall-clock time of the simulations and
that is what is needed for faster than real-time simulations.
The method has been tested on a wide range of problems,
molecular dynamics, reservoir simulations, partial differential
equations, fluid structure computations, etc. [16]. In [17] a
coupled parareal and waveform relaxation method has been
reported for power systems on simplified power system models
but the computational effectiveness of the parareal has not
been analyzed.

This paper investigates the applicability of the parareal
algorithm to power system dynamic simulations. Preliminary
results on the application of parareal for multi-machine power
systems is reported in this paper. Two widely used test
systems, WECC 3-generator 9-bus system, New England 10-
generator 39-bus system, are used to explore the effectiveness
of the parareal. Severe 3 phase bus faults are simulated using
both the classical and detailed models of multi-machine power
systems. Coarse approximations are obtained using large time
step and simple numerical techniques.

II. PARAREAL IN TIME ALGORITHM

Parareal algorithm needs decomposition of the time period
of integration into sub-intervals. Define the decomposition into
N intervals as T0 < T1 < ... < Tn and Tn − Tn−1 = ∆T as
shown in Fig.1. The system to be solved is defined as

u̇ = f(u, t) (1)

Fig. 1. Decomposition of time into smaller domains

Define a numerical operator Fδt called as fine operator
that operates on some initial state u(Tn−1) = Un−1 and
approximates the solution to (1) at time Tn−1 + ∆T , using
some small time step δt << ∆T . A coarse propagator is
defined as G∆T which also operates on some initial state
u(Tn−1) = Un−1 and approximates the solution to (1) at
time Tn−1 + ∆T , but now using a time-step ∆T . The fine
operator (Fδt) operates in parallel on each of the sub-intervals.
The coarse operator (G∆T ) produces initial seeds sequentially
for all the sub-intervals. Following the concurrent solution
of n = 1, 2, ...N initial value problems using fine operator,
the parareal method corrects the sequential coarse predictions
using the following correction step

Ukn = G∆T (Ukn−1) + Fδt(U
k−1
n−1)−G∆T (Uk−1

n−1) (2)

1: procedure PARAREAL( )
2: U0

0 ← Ũ0
0 ← u0 . Iteration 0

3: for n = 1 to N do
4: Ũ0

n ← G∆T

(
Ũ0
n−1

)
. Initial prediction

5: U0
n ← Ũ0

n
6: end for
7: U1

0 ← u0;
8: for k = 1 to Kmax do
9: for n = 1 to N do

10: Ûk−1
n ← Fδt

(
Ũk−1
n−1

)
. Parallel Fine Step

11: end for
12: for n = 1 to N do . Sequential Coarse Step
13: Ũkn ← G∆T

(
Ukn−1

)
. Prediction

14: Ukn ← Ũkn + Ûk−1
n − Ũk−1

n . Correction
15: end for
16: if

∣∣Ukn − Uk−1
n

∣∣ < ε∀n then . Exit on Convergence
17: BREAK
18: end if
19: end for
20: end procedure

Fig. 2. Pseudo code for Parareal implementation [16]

The pseudo code for implementation of the parareal algo-
rithm is shown in Fig.2. In the pseudo code the notation Ũ
and Û are used for states obtained from coarse solution and
fine solution respectively. The notation U is used for corrected
coarse solution.

In a sub-interval Tn−1, Tn, define the left end values as the
state values at time Tn−1 and the right end values as the state
values at time Tn. The algorithm in Fig.2 initially (lines 3-6)
calculates the left end values (seeds) of all the sub-intervals
with time step ∆T . Then in first parareal iteration (setps 9-11)
the fine solver computes the right end values of all the sub-
intervals using these seeds with a time step δt. This step will
be done in parallel for all the sub-intervals. Now the coarse
operator predicts the right end value of the first sub-interval
using the corrected left end value (Note: there is no correction
for the first interval left end value because they are the initial
values). Then the predicted right end value from coarse solver,
the right end value from the fine solver and the right end value
obtained from coarse solver in the previous iteration, will be
used to obtain the corrected right end value for the first sub-
interval as shown in (2). The process is repeated sequentially
for all sub-intervals. The parareal iterations will be repeated
until the difference between corrected values of two successive
iterations in all the sub-intervals is minimized to a desired
level. Note that the first interval always gets corrected to the
actual value which is the output of the fine solver in first
iteration and this is true for subsequent intervals through the
iterations.

Assuming that the fine solver takes ζ time for solving 1 sub-
interval, the whole problem can be solved by using the fine
solver sequentially for N intervals in N × ζ. If the iterations
converge in K < N iterations i.e. K-times the fine solver is
used, then the time taken for the solution with parareal is K×
ζ. This assumes that the coarse solver’s time is negligible. The
ideal speedup that can be obtained using parareal is defined
as (N × ζ)/(K × ζ) = N/K. So the speedup depends on the
number of iterations, number of coarse time intervals and the
time taken for the coarse solution [16]. Other factors related
to the parallelization are assumed negligible. The choice of
the coarse operator in parareal algorithm is very important in
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order to obtain fast convergence. If the coarse operator is too
inaccurate, a lot of iterations are needed for convergence and
can also cause divergence. If it is expensive then the parallel
efficiency (time-to-solution) gets affected. Coarse solvers can
be constructed in several different ways and few of them are
listed below:

1) Using a bigger step-size than for the fine operator.
2) Using another time-stepping method that has a lower

order and which is therefore faster.
3) Simplifying the underlying physics there by using a

simpler model.
4) Using an iterative solver with limited number of itera-

tions.

This paper investigates the first two approaches. In the follow-
ing subsections the parareal algorithm operation is introduced
using two examples. These examples confirm the implementa-
tion of parareal on dynamical systems similar to simple models
of power systems, before going to more complex power system
models.

A. Example: One dimentional system

Consider the one dimensional example [16] below

ẏ = sin(t)y(t) + t (3)

y(0) = 1, t ∈ [0, 14]

Runge-Kutta 4th order (RK-4) numerical method is used for
both the coarse and fine solvers. The total time 14s is divided
into 6 intervals. So the coarse time step is ∆T = 2.33s. Each
interval is sub-divided into 30 fine steps. So the fine time
step is δt = 0.0777s. Fig.3 shows the simulations results.

Fig. 3. One dimensional example using parareal

The solid lines with circles show the fine solution. The initial
coarse solution is marked with ‘×′ and the converged coarse
solution is marked with ‘∗′. It can be observed that the fine and
coarse solutions move towards the actual solution (solid line).
Eventually, after 3 fine iterations the coarse solution converges
to actual solution. The results conform to the results in [16]
which uses forward Euler method with different time division.
The ideal speedup achieved in this case is 2.

B. Example: Two dimensional system

Consider the following two dimensional system called as
Van Der Pol’s equations:

ẏ1 = y2; (4)
ẏ2 = (1− y2

1)y2 − y1; (5)

It is a very stiff system. Here also Runge-Kutta 4th order
numerical method is used for both the coarse and fine solvers.
The total time 20s is divided into 30 intervals. So the coarse
time step is ∆T = 0.6667s. Each interval is sub-divided
into 100 fine steps. So the fine time step is δt = 0.0067s.
Fig.4 shows the simulation results. The initial coarse and final

Fig. 4. Van der Pol’s example using parareal

coarse solutions are distinctly marked. The parareal algorithm
converged in 8 iterations. The speedup achieved in this case
is 3.75. It can be observed that the coarse solution converges
to the actual solution.

III. APPLICATION TO POWER SYSTEMS

In this section the parareal algorithm implementation on
multi-machine power systems is discussed. The parareal is
applied to classical models of power systems first and later
extended to detailed models. The classical model contains only
two differential equations with algebraic network constraints.
So the parareal implementation on the two-dimensional system
is extended to classical models.

A. Classical Modeling of power systems
The synchronous machine in classical power system model

is represented as a voltage source behind transient reactance
with constant flux linkages and constant mechanical torque.
The dynamic equations governing the classical model are as
follows.

δ̇ = ωBSm (6)

Ṡm =
1

2H
[−DSm + Tmech − Telec] (7)

iq =
1

R2
a +X ′2d

[
Ra

(
E′q − vq

)
−X ′dvd

]
(8)

Telec = E′qiq (9)

The network algebraic equations are given by

IGEN =
E′q

Ra + jX ′d
e(jδ) (10)

IBUS = YBUSVBUS (11)

The YBUS matrix includes the generator reactance X ′d and the
equivalent impedance of the loads. Excitation and governor
controls are neglected [18].
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1) Results: WECC 3-generator 9-bus system: RK-4 is used
for simulating the classical power system dynamic equations.
Western Electricity Coordinating Council (WECC) 3-generator
9-bus equivalent system is a widely used test system. Three
phase faults are the most severe conditions on power networks
for which the system displays nonlinear behavior. So three
phase faults are simulated.

In this case, t the total simulation time of 10s is divided
into 60 intervals. The coarse time step is ∆T = 0.1667s.
Each sub-interval is divided into 100 fine intervals. So the
fine time step is δt = 0.00167s. It has been observed that for
coarse intervals fewer than 60 the parareal algorithm started
diverging after few iterations. This is the maximum time
step that could be used for the coarse RK4 solver for this
example. Fig.5 shows the rotor angle response of generator
2 with respect to the generator 1, δ21, for a 3-phase fault
of 6 cycles duration at bus 5. The fault is assumed to self
clear without tripping any lines. Disturbance is simulated
at t = 0s. The figure contains the actual model response,

Fig. 5. WECC δ21, 3-phase fault at bus 5, 6 cycles, Classical model

initial and converged coarse responses. It can be observed that
the initial coarse response is significantly different from the
actual response. The parareal converged in 6 iterations. The
converged coarse response approximates the actual response
very well. The ideal speedup in this case is 10. Actual CPU
time taken for MATLAB R© calculations on a laptop with core
i7 2.9GHZ, 16GB RAM Quad-Core processor is shown in
Table.I for various steps. If ideal parallelization is assumed
for fine evaluations then the speedup achieved is 5.27 in this
case.

TABLE I
CPU TIME, WECC, CLASSICAL MODEL

Coarse Initial,s iteration k Fine Evaluation,s if Parallel,s Coarse Step,s
1.00 1.34 0.023 0.0147
2.00 1.32 0.023 0.0147
3.00 1.30 0.024 0.0135
4.00 1.27 0.023 0.0134
5.00 1.25 0.023 0.0129
6.00 1.22 0.023 0.0131

0.04 Total 0.134s Total 0.082s
Total Time Parareal 0.2512s

Fine N intervals 1.323s
Speedup 5.27

2) Results: New England 10-generator 39-bus: New Eng-
land 10-generator 39-bus system is another widely used system
for validating the stability controls. It has 6181MW total
generation and 6124MW load.

The data for the system is obtained from [18]. 3-phase fault
of 6 cycles duration at bus 5 is simulated. The fault is cleared
without tripping the associated line. Fig.6 shows the rotor

angle response of generator 5 w.r.t. the generator 1,δ51. Distur-
bance is simulated at t = 0s. The total simulation time of 10s
is divided into 60 intervals. It has been observed that for time
intervals fewer than 60, more number of iterations are required
for convergence. The coarse time step is ∆T = 0.1667s. Each
sub-interval is divided into 100 fine intervals. So, the fine
time step is δT = 0.00167s. The parareal converged in 5
iterations. In this case, the ideal speedup achieved is 12. The
actual CPU time calculations are shown in Table.II. Actual
speedup achieved is 4.74.

Fig. 6. New England δ51, 3-phase fault at bus 5, 6 cycles

TABLE II
CPU TIME, NEW ENGLAND, CLASSICAL MODEL

Coarse Initial,s iteration k Fine Evaluation,s if Parallel,s Coarse Step,s
1.00 0.827 0.014 0.018
2.00 0.972 0.016 0.017
3.00 0.801 0.014 0.016
4.00 0.781 0.014 0.016
5.00 0.773 0.014 0.016

0.04 Total 0.072 Total 0.082
Total Time Parareal 0.197s

Fine N Intervals 0.935s
Speeed Up 4.74

B. Detailed Modeling of power systems

This section investigates the application of parareal to
detailed models of power systems. In this study IEEE model
1.1 as shown in Fig.7 is considered for synchronous machine
with a IEEE Type1 excitation system and 1st order turbine-
governor models [18].

Fig. 7. Synchronous Machine: IEEE Model 1.1

Generator Mechanical Equations :

δ̇ = ωBSm (12)
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Ṡm =
1

2H
{Tmech − Telec −DSm} (13)

q,d-axis flux linkage equations :

Ė′q =
1

T ′do

{
−E′q + (Xd −X ′d)id + Efd

}
(14)

Ė′d =
1

T ′qo

{
−E′d − (Xq −X ′q)iq

}
(15)

Generator Electrical Torque Equation :

Telec = E′qiq + (X ′d −Xq)idiq (16)

The stator algebraic equations are given by

E′q +X ′did −Raiq = Vq

E′d −Xqiq −Raid = Vd
(17)

The excitation system and turbine-governor models are
shown in Fig.8 and Fig.9 respectively.

Fig. 8. IEEE Type1 Excitation System

Fig. 9. 1st order Turbine-Governor System

The detailed system model results in 11 state variables for
each generator. Parareal is implemented using these models
and the results are presented in the following subsections.

1) Results: WECC 3-generator 9-bus : For the detailed
models, implicit trapezoidal method (TRAPZ) with a midpoint
predictor [18] is used as a coarse solution with a large
time step. For fine solution RK4 method is used. The total
simulation time of 10s is divided into 400 intervals. The coarse
time step is ∆T = 0.025s. Each sub-interval is divided into
50 fine intervals. So, the fine time step is δt = 0.0005s. It
has been observed that for coarse intervals fewer than 400 the
parareal algorithm started diverging after few iterations. This
is the maximum time step that could be used for the coarse
trapezoidal solver for this example. Fig.10 shows the rotor
angle response δ21 for a 3-phase fault of 6 cycles duration
at bus 5. The fault is assumed to self clear without tripping
any lines. Disturbance is simulated at t = 0s. It can be

Fig. 10. δ21 response, 3-phase fault, 6 cycle, detailed model

observed from the Fig.10 that the coarse response has unstable
oscillations. The parareal converged in 8 iterations. Theoretical
speedup for this case is 50. The actual CPU time calculations
are shown in Table.III. The actual speedup achieved is 6.28
in this case. It can be observed that significant time is spent
in coarse evaluation. If the coarse solution is made (assume)
at least 10 times faster then from the table one can calculate
the speedup as 19.81 which could be significant improvement.
This shows that fast coarse models can improve the speedup
of parareal.

TABLE III
CPU TIME, WECC, DETAILED MODEL

Coarse Initial,s iteration k Fine Evaluation,s if Parallel,s Coarse Step,s
1.00 9.78 0.02 0.15
2.00 9.89 0.02 0.15
3.00 9.81 0.02 0.14
4.00 9.83 0.02 0.15
5.00 9.76 0.02 0.14
6.00 9.82 0.02 0.14
7.00 9.69 0.02 0.14
8.00 9.83 0.03 0.15

0.17 Total 0.20 Total 1.16
Total Time Parareal 1.53s
Fine for N intervals 9.61s

Speeed Up 6.28

When the fine solver is changed to trapezoidal with other
settings remaining the same, the speedup is dropped to 4.7.
This is because RK4 is expensive than trapezoidal.

2) Results: 10-generator 39-bus: For this system again im-
plicit trapezoidal method (TRAPZ) with a midpoint predictor
is used as a coarse solution and RK4 method is used for fine
solution. The total simulation time 10s is divided into 400
intervals. The coarse time step is ∆T = 0.025s. Each sub-
interval is divided into 50 fine intervals. So, the fine time step
is δT = 0.0005s. For this system again for coarse intervals
fewer than 400 the parareal algorithm started diverging after a
few iterations. Fig.11 shows the rotor angle response δ21 for

Fig. 11. δ21 response, 3-phase at bus 5, 6 cycles, detailed model

a 3-phase fault of 6 cycles duration at bus 5. Disturbance is
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simulated at t = 0s. The parareal converged in 7 iterations.
Ideal speedup for this case is 57.14. The actual CPU time is
shown in Table.IV. The actual speedup achieved is 7.08. Here
also significant time is spent in coarse solution. When the fine
solver is changed to trapezoidal with other settings remaining
the same the speedup is dropped to 5.27 as trapezoidal is
cheaper than RK4. For this example also if the coarse model
is made (assume) 10 times faster then 20.78 speedup could
be achieved. This shows that the parareal can be promising if
simpler coarse models are used for power systems. One can
hope that parareal coupled with spatial and numerical method
parallelism could achieve faster than real time simualtins. This
is the focus of ongoing research.

TABLE IV
CPU TIME, NEW ENGLAND SYSTEM, DETAILED MODEL

Coarse Initial,s iteration k Fine Evaluation,s if Parallel Coarse Step,s
1.00 10.21 0.03 0.15
2.00 10.33 0.03 0.15
3.00 10.32 0.03 0.15
4.00 10.31 0.03 0.15
5.00 10.22 0.03 0.15
6.00 10.22 0.03 0.15
7.00 10.20 0.03 0.15

0.20 Total 0.18 Total 1.04
Total Time Parareal 1.42s
Fine for N intervals 10.06s

Speeed Up 7.08

In this paper only representative results are shown which
confirm the parareal applicability to power system simulations.
The speedup results are summarized in Table.V.

TABLE V
SUMMARY OF THE RESULTS

Model Coarse-Fine System Achieved Ideal Speedup (N/K)

Classical
RK4-RK4 3-Gen 9-Bus 5.27 60/6=10
RK4-RK4 10-Gen 39-Bus 4.74 60/5=12

Detailed

TRAP-TRAP 3-Gen 9-Bus 4.7 400/8= 50
TRAP-RK4 3-Gen 9-Bus 6.28 400/8=50

TRAP-TRAP 10-Gen 39-Bus 5.27 400/7=57
TRAP-RK4 10-Gen 39-Bus 7.08 400/7=57

Several simulations have been carried out varying the fault
duration and fault location. It has been observed that the
actual speedup in terms of CPU time varies with the fault
location and duration. For long duration faults the speedup
is less because the waveforms involve significant dynamics.
Especially, the generators close to the fault location needs
more iterations to converge than the far away generators.
It is also observed that the parareal converges quickly for
short duration simulations. This is consistent with the parareal
behavior on other systems [16]. The parareal convergence is
heavily dependent on the coarse model accuracy. It is also
evident from the time calculations that the parareal speed up
is directly coupled to the coarse model speed.

The MATLAB R© codes used in the experiments are not opti-
mized for performance. Future research focuses on fast coarse
models development, implementation on C/C + + languages
for actual parallel implementation and code optimization.

IV. CONCLUSION

This paper proposes parareal in time algorithm for the dy-
namic simulations of large power systems. Parareal algorithm
seems to be a promising approach which can achieve higher
speedup ratios. The algorithm is simple to implement and

has flexibility to experiment with various numerical methods.
Following are the contributions of the paper:
• Parareal algorithm is implemented for power system

dynamic simulations.
• Parareal is verified on classical and detailed models of

multi-machine power systems.
• Actual Speedup of 5-7 times is observed assuming ideal

parallelization. It has been observed that the speedup
factors of the order of 20 can be achieved by using fast
coarse approximations of power system models

• Dependency of parareal convergence on fault duration
and location has been observed.

• Need for fast coarse model development is identified to
achieve higher speedups.
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