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Abstract--This paper presents real-time hardware-in-the-loop 

(HIL) simulation of synchrophasor measurements based out-of-
step protection using Zubov’s approximation stability boundaries. 
Out-of-step decision algorithms mathematically mean solving the 
swing equations after disturbances. Instead of directly solving a 
system of partial differential equations, we track angle-frequency 
trajectories derived from the synchrophasor measurements and 
compare them against the Zubov’s boundaries to detect out-of- 
step conditions. The proposed out-of-step detection algorithm is 
tested in closed loop using a single-machine infinite bus system 
(SMIB), where the transient model is developed in OPAL-RT and 
NI-cRIO is used to model the out-of-step detection algorithm. 
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I.  INTRODUCTION 
ISTURBANCES such as faults, sudden load change, loss 
of generators, etc., in electric power systems are common 

and inevitable. Disturbances cause transients in the power 
systems and may impact system stability depending on the 
severity [1]. 
  Protection of the power system is one of the most important 
and challenging real-time tasks in the networked grid. Transient 
stability is one of the major concerns for protection schemes, as 
the decision time to trip is in the seconds. At least five major 
blackouts have occurred in North American power system from 
various disturbances since 1960, and out-of-step is one of the 
major causes [2]. 
  Power system protection has always played a crucial role in 
securing the network and isolating the faulted zone. This 
protection is provided by relays, which is defined as “an 
electric device that is designed to respond to input conditions 
in a prescribed manner and, after specified conditions are met, 
to cause contact operation or similar abrupt change in 
associated electric control circuits” [3]. Protective relaying 
involves reading the input measurements from current and 
voltage transformers, executing the functional logic and 
providing decision via a wired trip output [4]. The primary 
objective of any protection scheme is to detect and isolate the 
faulted network, such that it should not lead to cascading 
blackout. Disturbances such as voltage dip, loss of line, under 
frequency, and loss of field are a few of the major reasons, 
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which if left unattended, would lead to instability and cascaded 
blackout of the grid [5].With ever-expanding power network 
grids and recent developments in the field of digital 
communications and smart grid technologies, there is always 
scope to revise the existing protection relay functioning logic. 
  Early detection and faster response of the faults are the prime 
objectives in the digital protection era. With the advancements 
in phasor measurement devices [6] and communication 
advancements in substation automation [7], it is possible to 
obtain information at higher sample rate. With the availability 
of phasor measurements, i.e., voltage, current, frequency, and 
rate of change of frequency (ROCOF), and with additional 
algorithms to obtain machine angles, novel and 
computationally effective algorithms for detection and isolation 
of transient instabilities in the power grid can be designed [8]. 
In addition to these advancements, there are also real-time 
simulators which are used for planning and offline performance 
testing of protection schemes [9]. These simulators would help 
to model and test the protection logic of large complex power 
systems and with the availability of communication channels it 
can be easily mocked to perform the actions of substation 
automation [10]. Modern protection relays serve multiple 
functionalities, which calls for offline testing of the protection 
schemes. With the advancements in real-time simulators (e.g., 
OPAL-RT and RTDS), it is possible to simulate the fault 
scenarios in closed-loop and modify the relay settings for 
improved performance. With all these functionalities, real-time 
simulators can be used to precisely model and playback an 
event (fault or blackout) and also examine grid dynamics. This 
could help the protection engineer to study, analyze and design 
the settings in an effective manner. 
  In this paper, real-time simulation of synchrophasor 
measurements based out-of-step protection is setup and 
introduced. It is based on OPAL-RT OP5600 simulator [11] and 
synchrophasor measurements are obtained from software 
simulation via MATLAB/SIMULINK. An out-of-step 
algorithm is then modelled and simulated with the help of NI-
cRIO [12]. Zubovs approximation boundaries are used to 
design the out-of-step logic and this boundary method is based 
on Lyapunov’s stability analysis [13]. This paper is an 
extension to the software simulation carried out in our previous 
work [18]. In this paper, we used the algorithm derived in [18], 
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and implemented and carried out the HIL simulations using a 
SMIB system to test the closed-loop performance of the 
algorithm. 
  The rest of the paper is organized as following. Section II 
provides the mathematical modeling of the Zubov’s 
approximation boundaries. Section III provides the setup and 
implementation of the simulations. Section IV examines 
different cases with stable and unstable swings, which are used 
to evaluate the performance of the out-of-step detection 
algorithm. Finally, conclusions are provided in the Section V. 

II.  MATHEMATICAL MODELING 
In this section, mathematical modeling for out-of-step 

protection is presented, which is available in [13], [14] in detail. 
The core implementation of this mathematical modeling is 
derived from Lyapunovs second method for nonlinear analysis. 
Zubov’s method provides modification to the Lyapunov’s 
method, which is approximate but is proven to be efficient in 
numerical analyses [15]. The approximation boundaries 
represent the solution to the partial differential equations in the 
stability region. The basic of Zubov’s method is provided by 
the following equation,  

 
Where, 
Ø is an arbitrary positive-definite function,  
V is assumed to be sum of an infinite series of homogenous 
polynomial [16]. In general, any steady state system can be 
represented as, 

 
Where A is the linear equation and g(x) is the summation of 
higher degree polynomials, which represents the non-linearity 
in the system. In (1), V represents summation of nonlinear 
polynomials which can be written as, 

 
Where 𝑉𝑉2(𝑥𝑥)  is quadratic in x and  𝑉𝑉𝑁𝑁(𝑥𝑥) , N = 3, 4… are 
homogeneous equation in N degree. 
  By substituting (3) in (1), 𝑉𝑉𝑁𝑁(𝑥𝑥) could be calculated as, 

 
Where the 𝑉𝑉2 is, 

 
  A numerical example for this mathematical solution can be 
found in [13]. 
  Fig. 1, represents the single machine infinite bus (SMIB) 
system [17], which is used as base to implement the above 
derived mathematical formulation for approximation 
boundaries. The swing equation of the SMIB system can be 
defined as, 

 
Where M is machine inertia constant, 𝛿𝛿 is machine’s power 
angle, 𝐷𝐷(𝛿𝛿) is the damping factor, Pm is the mechanical input 
power, and 𝑃𝑃𝑆𝑆 is the synchronizing power. 

 
Fig. 1 Single Machine Infinite Bus System. 

At stable equilibrium, power angle is constant and their 
derivatives corresponds to zero 

 
Where, 𝛿𝛿0  is the initial power angle. The system of equations 
are transferred to a new reference by assuming 𝛿𝛿 =  𝛿𝛿0 + 𝛿𝛿′ 
Equation (6) can be rewritten as, 

 
Where, 

 
Where 𝐷𝐷0 is calculated as, 

 
Equations (10) and (11) can be expanded as higher order 
polynomials as, 

 
  State variables of the swing equations are defined as 𝛿𝛿′̇ =
 𝜔𝜔′, where 𝜔𝜔′ represents speed of the governor. The system 
dynamics can be represented as,   

 
Equations (15) and (16) can be expressed as function of partial 
derivatives through which Zubovs method could be applied for 
obtaining the approximation boundaries, 

 
Where, 



 
Where 𝑣𝑣𝑖𝑖(𝛿𝛿′,𝜔𝜔′) is homogeneous polynomial of degree i. By 
expanding the polynomial U, stability boundaries can be 
obtained. 
For N = 2, 

 
For N = 3, 

 
In above equations, Ø is an arbitrary positive-definite function, 
which is defined as∅(𝛿𝛿′,𝜔𝜔′) =  𝛼𝛼𝛿𝛿′2 + 𝛽𝛽𝜔𝜔′2, where 𝛼𝛼 + 𝛽𝛽 =
1 . 𝑈𝑈(𝛿𝛿′,𝜔𝜔′) = 𝐶𝐶  represents the zubov’s stability boundaries. 
The constants C, i.e., 𝐶𝐶2,𝐶𝐶3, . . 𝑒𝑒𝑒𝑒𝑒𝑒,  are determined from 
system pre-fault 𝛿𝛿0 and 𝜔𝜔0 values. 

III.  HARDWARE SETUP 
The schematic of hardware implementation setup is shown 

in Fig. 2. SMIB model is developed in OPAL-RT OP5600 
simulator, while the out-of-step detection algorithm is 
developed in the NI-cRIO device [12]. In the proposed work, 
SMIB model is developed using MATLAB/SIMULINK and 
this model is exported to OPAL-RT with real-time model 
elements for synchronous generator, transmission lines and 
real-time scope for monitoring and storing the data points.  

 

 
Fig. 2 Overview of hardware connections 

 
  Fig. 3 shows the general flow of the data and procedures for 
the HIL testing. Implementation of the out-of-step algorithm 
is done in NI-cRIO using LabVIEW [12]. Five Zubov’s 
boundaries, as shown in Fig. 4, are created in the 𝛿𝛿 − 𝜔𝜔  plane 
using (18) for N = 2, 4, 6, 8 and 10. These boundaries are 
represented as H1, H2, H3, H4, and H5 in Fig. 4, which are 
stable boundaries designed to detect the stable swings of 
different magnitudes. By having multiple boundaries it would 
help the power system operator to categorize the remedial 
actions for the stable swings. In addition, a new boundary is also 
created which will be used to detect the out-of-step condition, 
this boundary provide the trip signal to the system, and this is 
shown in fig.5. The boundary settings are calculated using 
machine pre-fault conditions. For out-of-step detection, as the 
𝛿𝛿 − 𝜔𝜔  trajectory passes through the outermost boundary, 
which will imitate the trip signal to breakers. During system 
stable operation or during power swings, the decision is made 
by a sequence of time delays (Delay 1-Delay 5) corresponding 
to each boundary. The delay settings are provided in detail in 
[13]. For stable swing cases, the trajectory will always settle at 
a new steady state condition. Distinguishing between stable 

boundaries and unstable out-of-step boundaries would help 
power system operators to differentiate the stable swings from 
out-of-step and also could be used as decision making in 
emergency control. 

 
Fig. 3 Flowchart of the HIL testing Process. 

 

 
Fig. 4 Zubov’s stability boundaries 



 

IV.  CASE STUDIES 
The SMIB system [17] shown in Fig. 1, is used for the case 
studies. A few cases are presented here to demonstrate the real-
time performance of the proposed method in detecting stable 
swing and out-of-step conditions. The pre-fault machine angle 
and speed are set at 𝛿𝛿 = 21.4𝑜𝑜and  𝜔𝜔 = 1 𝑝𝑝𝑝𝑝. A three-phase to 
ground fault was applied at the middle of line-2 as represented 
in Fig. 1. For the stable swing case, the fault duration is set to 
0.14 s, respectively, and for the case of out-of-step condition 
the fault duration is set to 0.38 s. 
Fig. 6 and 7 represent the stable swing characteristics and 
decision made by NI-cRIO for stable swing. For this case, the 
𝛿𝛿 − 𝜔𝜔  trajectory passes through boundary H1 only. 
 

 
Fig. 6 Stable swing case 

 
Fig. 7 NI-cRIO response for stable swing 

Fig. 8 and 10 represent the unstable swing characteristics and 
decision made by NI-cRIO for unstable swing. For this case, the 
𝛿𝛿 − 𝜔𝜔  trajectory passes through boundary H5 and provides 
out-of-step trip signal. 

 
Fig. 8 Unstable swing case 

Fig. 5 Zubov's boundaries implementation in LabVIEW 



 
Fig. 10 NI-cRIO response for unstable swing 

 
Both the cases provides an overview of the algorithm and its 
ability to differentiate stable and unstable swings. In addition to 
this, couple more cases were simulated to check the 
effectiveness of the algorithm for unbalanced faults and 
LabVIEW was used to obtain trip times for each case. Fig 9 
provides the overview of speed and delta during 2 unbalanced 
faults (LL and 1LG), these faults were not tripped out of the 
system, this is done to calculate the trip times for maximum 
allowable stable swing (i.e.. before crossing H5 boundary) time 
and also trip time for the out-of-step condition, these were 
tabulated in table-I, these were derived from LabVIEW.  

 
In overview the proposed algorithm does identify both unstable 
and stable swings during balanced and unbalanced faults, which 
would provide opportunity to execute the logic in real-time on 
multi-machine network and NI-cRIO could act as a relay. 
 

Table 1 Trip decision for different faults 

  Real-time simulations provide data with higher sampling 
rate, which could be used to provide faster detection and trip of 
fault conditions. One of the reasons behind performing real-
time simulations is to visualize the data at higher resolution, 
which could help the detection algorithms to trip fast and this is 
what achieved in this work. 

V.  CONCLUSION AND FUTURE SCOPE 
In this paper, HIL simulations of the proposed power system 

out-of-step detection method based on Zubov’s approximation 
stability boundaries are performed. The objective of this work 
is to develop a real-time power system HIL testing platform 
using OPAL-RT’s OP5600 simulator and NI-cRIO at the 
laboratory level to test the out-of-step protection algorithm. 
Test cases were developed and validated for stable and unstable 
swings. As a future scope, a multi-machine power system with 
Phasor Measurement Units (PMU) hardware in loop and 
advanced communications (using IEEE c37.118.2 [19]) are 
planned for this work. 

Fault Type Trip time from 
NI-cRIO (sec) 

Trip time from 
offline simulation 
(sec) 

3LG fault (0.38sec) 0.26 0.34 

1LG fault (0.38sec) 0.32 No offline were 
simulations 
performed LL fault (0.38sec) 0.28 

Fig. 9 a) Delta for 1LG fault b) Speed for 1LG fault c) Delta for LL fault d) Speed for LL fault 
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