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Abstract—This work analyses a voltage source back-to-back
converter interfacing two alternating current systems from a
multivariable perspective. Since the plant is not functionally
controllable, frequency-dependent relative gain array analysis is
carried out to aid in the choice of the most suitable variables to be
controlled in a specific frequency range. This analysis is crucial
to choose the low- and high-frequency controllers. A systematic
approach is developed to tune a centralized optimal control.
Validation of theoretical analysis and proposed multiple-input
multiple-output (MIMO) control law is performed through
experimental results.

Keywords—Back-to-back converter, multivariable optimal
control, frequency-dependent relative gain array.

I. INTRODUCTION

MANY solutions proposed to improve the electrical
system steady-state and dynamic characteristics are

power electronic converters based. They are designed to make
the system more reliable, efficient and robust. Among them,
the back-to-back (BTB) topology is largely employed as an
efficient interface between two subsystems [1].
According to [1], the reasons of the widespread employment

of BTB topology are twofold: (i) wide control of bidirectional
energy flow; and (ii) control of the active power in addition
to independent control of reactive power, allowing flexible
operation. The previous features lead to the interesting
property of fast energy flow regulation, which in turn provide
the balance between two different ac systems [2]. Thanks to
these advantageous characteristics, the back-to-back voltage
source converter (BTB-VSC) is broadly used in the industrial
sector [3].
The classical control law applied to BTB converters is based

on cascaded inner ac current and external dc-link voltage
controllers [4, 5]. The main reason for the popularity of this
approach is the fact that it is possible to decouple the inner and
outer outer controller tuning. Furthermore, the control loops
can be treated as single-input-single-output (SISO) systems
and, therefore, allowing the use of well-known classical
approaches to design the compensators [6]. The downside
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of this approach is not taking into account the intrinsic
multivariable characteristic of the plant.
On one hand, decentralized techniques attempt to control

multivariable plants by a suitable decomposition into SISO
control loops. It has the advantage of easy implementation
and controller’s gains tuning. On the other hand, centralized
approaches usually result in better performance at the cost
of higher complexity [7]. Jovcic et al. [8] have shown that
classical proportional-integral (PI) controllers’ approach is not
able to ensure axes decoupling under parametric variations.
Control laws based on the minimization of quadratic cost
functions have also been applied to voltage source converters
(VSC) in order to optimize the SISO control systems, as
well as to ensure robustness [9, 10]. MIMO and MIMO/linear
quadratic regulator (LQR) controllers are used in [11, 12] and
[13], respectively, to improve the performance in comparison
with SISO axis decoupling control. A MIMO/LQR capable
of damping the output filter’s resonance and while reducing
axis cross coupling is shown [14]. The unified MIMO control
approach developed by Rodriguez-Cabero et al. [15] ensures a
better performance over classical strategies for converters with
third-order inductive-capacitive-inductive (LCL) filters. In [2]
the proposed state-space control provides dc-bus and active
and reactive powers fast regulation. Variations in the filter
parameters, dc capacitance, grid inductance, and grid voltage
levels are employed to evaluate robustness levels.
This paper attempts to fill some gaps in the analysis and

control of BTB using MIMO tools. As a consequence, the
following points are regarded as the main contribution to
the field: 1) Analyze the BTB from a MIMO perspective;
2) Choose the most suitable variables that can be directly
regulated according to the frequency-dependent relative gain
array analysis; 3) Calculate the optimal feedback gains via
LQR technique; 4) Use suitable sensitivity transfer function
to assist in the weighting procedure; 5) making the tuning
systematic; 6) Validate the analysis and design through
experimental results.

II. BTB CONVERTER DESCRIPTION AND MODELING

The system under study is depicted in Fig. 1. It consists of
two VSCs that are connected to their respective three-phase
secondary networks through a first-order low-pass filter.
Besides, both VSC shares the same dc link, featuring
a back-to-back system.
By applying the kirchhoff’s laws the the system depicted

in Fig. 1, and afterwards linearizing it around an equilibrium
point yields

ẋ = Ax+Bu+Bww (1)



  

Fig. 1. Schematic diagram of BTB connection to AC grid 1 and 2.
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(2)
x is the state vector, u is the input vector, w is the
disturbance vector. vdc is voltage across the dc-bus; i1,d, i1,q ,
i2,d and i2,q are converter’s output currents; vg1,d , vg1,q , vg2,d ,
vg2,q are the mains voltage; m1,d, m1,q, m2,d and m2,q are
the control signals; L1, L2, R1 and R2 are the interface
filter’s inductances and its intrinsic resistances, respectively.
ω1 and ω2 are the frequencies. The subscripts 1 and 2,
respectively, are used to identify subsystem 1 and 2. Moreover,
the notation ṽdc represents small perturbations around the
operating point Vdc. Thus, the state variable is represented
by vdc = Vdc + ṽdc. A Double Second-order Generalized
Integrator Phase-Locked-Loop (DSOGI-PLL) is used to track
both grid’s frequency and angle to perform the abc/dq0
coordinate transformation [16].

III. BTB CONVERTER ANALYSIS AS A MULTIVARIABLE
SYSTEM

A dynamical system is called multivariable if more
than one variable is directly controlled. Some phenomena

occur exclusively in systems of this type, and there is no
correspondence in SISO systems. As an example, one of the
most important differences between a SISO scalar system and
a MIMO system is the presence of directions. This fact is
crucial in the analysis of non-square plants, like the BTB. For
the case where there are less inputs than outputs, there exists
output directions that cannot be arbitrarily controlled [7, 17].
This property is called functional controllability [17]. For the
plant under analysis there is one output direction which cannot
be arbitrarily controlled [18]. This will be carried out by using
the frequency-dependent relative gain array (RGA) [19].

A. Frequency-dependent RGA analysis

Chang and Yu [20] recognized that the row sums of the
RGA stayed between zero and one for non-square plants
with full column rank (more outputs than inputs) [21]. While
Cao [22] have shown that this number can be used to
identify whether the corresponding output is easy, hard or even
impossible to control. If the sum is close to unity, the easier it
is to control. Conversely, the closer to zero, the more difficult is
to regulate this variable. As a consequence, this tool is suitable
to help in the decision of the controlled variables as a function
of the frequency. The RGA is defined as:

Λ(G(jω)) = G(jω) (G−1(jω))†, (3)

where, denotes element-wise multiplication and † the
pseudoinverse.
The frequency-dependent RGA row sums are illustrated in

Fig. 2. The system’s parameters are given in Fig. I.

Fig. 2. Row sums of Λ(G(jω)).

According to Fig.2, ĩ1,q and ĩ2,q , as their sum is 1 for all
frequencies, they can be arbitrarily controlled at any frequency
spectrum. This fact makes completely sense since the reactive
power at each side is independent from the other. Conversely,



TABLE I
BTB PARAMETERS.

System Parameters
Description Value
Grid 1 and 2 fundamental frequency (f1,f2) 60Hz
Switching frequency (fsw) 20 kHz
Sampling frequency (fS ) 20 kHz
Grid 1 voltage d-axis (Vg1,d ) 180V
Grid 1 voltage q-axis (Vg1,q ) 0V
Grid 2 voltage d-axis (Vg2,d ) 90V
Grid 2 voltage q-axis (Vg2,q ) 0V
DC-link voltage (Vdc) 400V
BTB inductances (L1,L2) 1mH
BTB resistances (R1, R2) 0.3Ω
DC-link capacitance (C) 6mF

Operation points
Description Valor
Input current d-axis (I1,d) 15A
Input current q-axis (I1,q) 0A
Output current d-axis (I2,d) 26.8A
Output current q-axis (I2,q) 0A
Modulation index d-axis of GIC 1 (M1,d) 0.7599
Modulation index q-axis of GIC 1 (M1,q) -0.0244
Modulation index d-axis of GIC 2 (M2,d) 0.4245
Modulation index q-axis of GIC 2 (M2,q) 0.0438

ṽdc can only be easily controlled at low frequencies. It is
impossible to control it at higher frequencies since the value is
almost zero. Besides the previous variables, there is room for
another variable to be controlled at low frequency, since there
are four inputs. In this sense, between the remaining variables,
ĩ2,d should be chosen, since the sum of the row elements of
Λ(G(jω)) regarding this variable is closer to unity than ĩ1,d.
Contrastingly, notice that at high frequencies the

dc-capacitor voltage cannot be controlled and all four
currents can be easily arbitrarily controlled. This fact can
be explained by the fact that the current harmonics do not
generate average active power as the voltages are sinusoidal.
Therefore, at high frequency the current control of both
sides is decoupled and can be used to compensate harmonics
components. Moreover, as there is no, in higher frequencies,
average active power flow in the BTB dc-side, it is not
possible to control ṽdc, as stated before. Notice that at around
10Hz the ṽdc and ĩ1,d relative curves intersect each order
at the magnitude of 0.6. This means that, as the frequency
increase above 10Hz, the bus-voltage control becomes more
and more difficult, demanding more and more energy to
perform this task. To the point it becomes impossible from
frequencies higher than 100Hz. This constraint on bandwidth
can be used as well to design classical SISO systems.
It is important to highlight that the conclusions previously

drawn are in accordance with rules of thumb adopted when the
plant is treated as SISO. However, the previous mathematical
proof and formalization cannot be found in the literature.

IV. CONTROL STRATEGY

A. Low-frequency controller

The frequency-dependent RGA analysis point out that the
variables to directly controlled in low frequencies are ĩ1,q ,
ĩ2,q , ĩ2,d and ṽdc. The control of ṽdc indirectly controls
the average active power drawn from the System 1, and,

consequently ĩ1,d. To ensure null steady-state errors tracking
achieve asymptotic reference tracking an integral action for
each controlled variable must be included as following

ẋi = Aixi +Biei, (4)

whereAi = [04×4], Bi = [I4×4], xi = [ xq1 xd2 xq2 xdc ]
is the additional state, ei = [ eq1 ed2 eq2 edc ] is the
error vector.

B. High-frequency controller
Unfortunately, in practice, undesirable harmonic

components are generated compromising the power quality
[23, 24, 25]. As a consequence, resonant modes must be
included to mitigate these undesirable disturbances in the
following manner

ẋj,k = Ahxj,k + Bhej,k. (5)

where j ∈ {1, 2} the subsystem side, k ∈ {d, q}, xj,k R2 is
the state vector, ej,k is the error, h is the harmonic order and

Ah =
0 1

−(hωj)
2 −2ωc

and Bh =
0

2ωc
, (6)

where ωc is resonant controller’s bandwidth.
It should be highlighted that, according to Fig. 2, there is

no constraint to control ĩ1,d, ĩ1,q ĩ2,d and ĩ2,q for frequencies
higher than 100 Hz. As shown in [25], the main unwanted
components that distorts the ac-side currents are the negative
sequence 5th and positive sequence 7th harmonics. Since the
control law is implemented in the dq-frame, a single resonant
controller for each axis is capable of compensating these
harmonics at the same time [26]. Moreover, the resonance
frequency must be tuned to 6ω1 or 360 Hz. This frequency
is higher than 100 Hz and, therefore it can be controlled
regardless of the low frequency regulation.

C. Augmented system
Adding the aforementioned dynamics yields following

open-loop system

ẋa = Aaxa + Bau+ Bwaw + B∗r, (7)

where
xa = x xi xr , r = ri rr ,
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xr ∈ R8 are the additional state variables regarding the
resonant modes, and
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(9)
Additionally, ri and rr = 0 are low- and high-frequency

reference vectors, respectively.



V. CONTROL LAW

The following control law

u = −Kxa, (10)

where K ∈ R4×17 is used to achieve the desired performance
and robustness.
To optimize the feedback matrix the infinity horizon

linear-quadratic regulator (LQR) is applied. The LQR
minimizes the following cost function

J =
1

2

∞

0

(xa(t)Qxa(t) + u (t)ρu(t)) dt, (11)

where Q ≥ 0 ∈ R17×17 and ρ > 0 ∈ R4×4 [27, 28].
The main difficult during tuning controllers via LQR is to

choose the matrices Q and ρ. Therefore, it is proposed to use
the following sensitivity function to aid in the processes.

S(s) =
e(s)

r(s)
= −Ca(sI− (Aa −BaK))−1B∗ + I, (12)

T (s) =
y(s)

r(s)
= Ca(sI− (Aa −BaK))−1B∗. (13)

It is important to highlight at this point that there are other
design techniques that can be applied to find K. For instance,
to ensure robustness against uncertainties in the model as
well as in the grid, a robust design based on linear matrix
inequalities (LMIs) can be used [29]. Nevertheless, regardless
the chosen control design technique, the previous developed
MIMO modeling and analysis is crucial.

A. Control law tuning

The MIMO bandwidth is defined as the frequency range
between a lower frequency ωbw where the maximum singular
value σ̄(T (jω)) reaches 1/

√
2, and a higher frequency ω̄bw

where minimum singular value σ(T (jω)) reaches 1/
√
2.

Additionally, minimizing T (jω) ∞ and S(jω) ∞ results
in better transient response and robustness, respectively [17].

B. Plant’s state variables (q1,1 . . . q5,5) choice

A procedure to ensure a systematic design can be achieved
by keepingQ and ρ diagonal and choosing their weights apart.
To do so ρ is primarily fixed as identity matrix. Furthermore,
Q can also be subdivided into weights related to the plant’s,
integral and resonant state variable.
Initially, the plant’s states (q1,1 . . . q5,5) are further

subdivided into the fast dynamics (̃i1,d, ĩ1,q , ĩ2,d, ĩ2,q) slow
dynamics (ṽdc) variables.
The maximum and minimum singular values os the

sensitivity functions are depicted in Fig. 3 (a) and (b) for
variations on the output currents’ weights. For systematicity
sake the previous values are kept equal and are varied in
powers of then. The remaining values are qi,i = 1 ∀i ∈
{5, 6, . . . , 16, 17} and ρ = I4. It should be highlighted
that, according to Fig. 3, reducing the weights significantly
increases ω̄bw value. As a result, the current reference signal
tracking time reduces. Conversely, the speed comes with
the cost of robustness as the value of S(jω) ∞ increases.
Therefore, a trade-off between these conflicting characteristic

(a) σ̄(T (jω)) and σ(T (jω)). (b) σ̄(S(jω)) and σ(S(jω)).

Fig. 3. Frequency response under variations of q1,1 . . . q4,4 with
qi,i = 1 ∀i ∈ {5, 6, . . . , 16, 17} and ρ = I4.

must be sought. Adopting q1,1 . . . q4,4 = 10−8 good trade-off
is found.
Besides, the previous variations have almost no effect ωbw.

This is due the fact that the lower bandwidth frequency is
tied to the slow dynamics of ṽdc. Consequently, to ensure
fast regulation of ṽdc its respective weight q5,5 is reduced, as
depicted in Fig. 4. This reduction presents virtually no effect
in σ̄(T (jω)) and σ(S(jω)). Conversely, there is a increase in
σ(T (jω)). A suitable choice is found to be q5,5 = 10−5.

(a) σ̄(T (jω)) and σ(T (jω)). (b) σ̄(S(jω)) and σ(S(jω)).

Fig. 4. Frequency response under variation of q5,5 with q1,1 . . . q4,4 =
10−8, qi,i = 1 ∀i ∈ {6, . . . , 16, 17} and ρ = I4.

C. Integral state variables weights (q6,6 . . . q9,9)
selection

Increasing the integral state variables weights increase
the maximum and minimum singular values together of the
sensitivity functions as shown in Fig. 5. As a consequence,
there is no effect on bandwidth. Additionally S(jω) ∞
reduces, increasing the systems robustness.

(a) σ̄(T (jω)) and σ(T (jω)). (b) σ̄(S(jω)) and σ(S(jω)).

Fig. 5. Frequency response under variation of q6,6 . . . q9,9 with
q1,1 . . . q4,4 = 10−8, q5,5 = 10−5, qi,i = 1 ∀i ∈ {10, . . . , 16, 17}
and ρ = I4.

Notice that changing the values of q6,6, q7,7, q8,8 and q9,9
has a direct impact on ĩ1,q , ĩ2,d, ĩ2,q and ṽdc dynamics,
respectively. Based on the previous analysis it was chosen
q7,7 = 10, q6,6 = q8,8 = 5 × 103 and q9,9 = 10−3.
Consequently, ĩ1,q , ĩ2,q present the shortest transient, while
ṽdc the longest settling time. It is important to highlighted



that the d- and q-axis currents weights are purposely chosen
to be different. This was done to show that their dynamics
does not need to be the same, as well as to show the distinct
time constants in the experimental results.

D. Resonant modes weighting tune (q10,10 . . . q17,17)

To achieve a fast disturbance rejection, the resonance
bandwidth must be widened. This can be achieved by
increasing the weights related to the respective resonant state
variables as depicted in Fig. 6 (b). Also notice that ωbw and
ω̄bw have not changed.

(a) σ̄(T (jω)) and σ(T (jω)). (b) σ̄(S(jω)) and σ(S(jω)).

Fig. 6. Frequency response under variation of q10,10 . . . q17,17 with
q1,1 . . . q4,4 = 10−8, q5,5 = 10−5, q7,7 = 10, q6,6 = q8,8 = 5 × 103,
q9,9 = 10−3 and ρ = I4.

It should be highlighted that high values of weights, even
though make the time response faster, may result in poor
transitory response as the infinity norm value increases. This
fact can be seen in Fig. 6 (a) that for 102 the peak of
σ̄(T (jω)) is 1.82. Moreover, increasing the weights also
increases the infinite norm of the sensitivity matrix, to the point
of reducing the robustness level to unacceptable values (higher
than 6 dB). Therefore, to reduce S(jω) ∞ and T (jω) ∞
to recommended levels, according to [17], keeping them at
1.42 and 1.33, respectively, it was chosen the resonant weights
equal to 3× 10−3. Moreover, it has chosen ωc = 20 rad/s.

E. Control variable weighting (ρ)

The control effort can be minimized by choosing relatively
large ρ. This, in turn, makes the whole system slower, as
depicted in Fig. 7. But, on the good side, increases the
robustness by reducing S(jω) ∞. Consequently, a trade-off
was found choosing ρ = 10−1×I4, resulting in T (jω) ∞ =
1.09, S(jω) ∞ = 1.33, ω̄bw = 1.2 kHz and ωbw = 3.5Hz.

(a) σ̄(T (jω)) and σ(T (jω)). (b) σ̄(S(jω)) and σ(S(jω)).

Fig. 7. Frequency response under variation of ρ = ρI4 q10,10 . . . q17,17 with
q1,1 . . . q4,4 = 10−8, q5,5 = 10−5, q7,7 = 10, q6,6 = q8,8 = 5 × 103,
q9,9 = 10−3 and q10,10 = · · · = q17,17 = 3× 10−3.

VI. EXPERIMENTAL EVALUATION

A prototype, shown in Figure 8, is used to test the
proposed control law. It comprises: (1,10) protection fuses;
(2,3,11) command devices circuitry; (4) auxiliary resistors;
(5) auxiliary sources; (6,7,8) conditioning circuitry; (9,13)
voltage and current sensors; (12) output filters (capacitors are
bypassed); (14) BTB converter; (15) driving semiconductor
switches circuitry. The prototype parameters are given in
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Fig. 8. Experimental setup.

Table I.
A transformer with a ratio of 2:1 is used on the ac-side

of System 2 to ensure isolation between the two ac-sides,
since they are powered by the same electrical network. As
a consequence, the nominal peak voltage of System 2 is 90V.
Fig. 9 (a) shows the dc-side voltage and phase b current

waveforms of System 1 and 2, in steady-state. The references
values are i∗2,d = −13A, i∗1,q = i2,q = 0A and v∗dc = 400V.
Therefore, the rms value of i2,b should be around 13/

√
2 ≈

9.2A. Furthermore, to keep the active power balance between
sides and, taking into consideration that the voltage level at
side 1 is half of side 2, i1,b ≈ 4.6A (rms) for a lossless
converter. However, for the real converter i1,b ≈ 5.87A (rms)
to account for the losses. Consequently, although i1,d is not
directly controlled, it settles in the correct value in order to
regulate the dc-side voltage at its reference.
The voltage and current at both sides, under the same

operating condition, are depicted in Fig. 9 (b). Notice that,
according to the notation adopted in Fig. 1, i2,b lags 180◦ in
relation to vg2,b since its reference is negative and i1,b is in
phase with vg1,b . This ensures the correct active power balance
between the sides.
Fig. 10 (a) and (b) show the phase b currents waveforms

of System 1 and 2 for reactive power synthesis on both sides.
The references are i∗1,q = −8A and i∗2,q = 8A, respectively.
While, i∗2,d = 0A, and v∗dc = 400V. It can be clearly seen that
in the first case (Fig. 10 (a)) that the current i1,b is delayed
by approximately 90◦ in relation to vg1,b . On the other hand,
i2,b is ahead of the voltage vg2,b by around 90◦. It should
be highlighted that in both cases, to keep the dc-side voltage
regulated, there will be a value of i1,d that is different from
zero to account for the losses.
In order to evaluate the transient behavior of the system it

was tested under active and reactive power steps. Fig. 11 (a)
shows the waveform of both ac-side and dc-voltage during



(a) dc-side voltage (vdc); System 1 ac-side voltage (vg1,b );
System 1 ac-side current (i1,b); System 2 ac-side current
(i2,b).

(b) System 1 ac-side voltage (vg1,b ); System 1 ac-side current
(i1,b); System 2 ac-side voltage (vg2,b ); System 2 ac-side
current (i2,b).

Fig. 9. Waveforms for active power management.

active power step. In the ‘a’ event, the System 2 active power
reference is changed from 0 to −2.7 kW, while in ‘b’ it is
changed back to 0 kW. It can be clearly seen that the current
response for both sides is fast and smooth, without overshot.
Moreover, the dc-side voltage control responds relatively fast
with an overshoot less than 10%. Additionally, the settling
times are in accordance with the designed bandwidth region
ω̄bw = 1.2 kHz and ωbw = 3.5Hz, being the vdc dynamics
the slowest one.
Fig. 11 (b) depicts the system response under reactive power

steps. Between the events ‘c’ and ‘d’ there is a variation from
0 to 1.35kvar and back to 0 kvar in System 1. While between
events ‘e’ and ‘f’ the reactive power at System 2 is changed
from 0 to 2.7 kvar and back to 0 kvar. Notice that the system
quickly tracks the reference without any overshoot. Moreover,
it is clear that this time constant is smaller than the i2,d one,
which is in accordance with the design. It should be also
highlighted that when the System 2 is synthesizing reactive
power there will be a consumption of active power from
System 1, side where the active power is not directly regulated,
to account for the losses. That is the reason why there is a
small variation in the dc-side voltage. This phenomenon can
be seen in Fig. 11 (b).

VII. CONCLUSION

This work presented the analysis and proposed a control
law and its design through the lens of multiple-input
multiple-output systems. The suitable choice of the directly

(a) System 1 ac-side voltage (vg1,b ); System 1 ac-side current
(i1,b); System 2 ac-side voltage (vg2,b ); System 2 ac-side
current (i2,b).

(b) System 1 ac-side voltage (vg1,b ); System 1 ac-side current
(i1,b); System 2 ac-side voltage (vg2,b ); System 2 ac-side
current (i2,b).

Fig. 10. Waveforms for reactive power management.

(a) Transient response for active power steps.

(b) Transient response for reactive power steps.

Fig. 11. System behavior under active an reactive power step changes.

controlled variables a function of the frequency was
performed based on the frequency-dependent relative gain



array results. Physical interpretation supports the mathematical
theoretical analysis. Additionally, the conclusion drawn are
in with rules of thumbs used when the plant is treated
as single-input single-ouput. However, in the paper the
mathematical proof and formalization are comprehensively
detailed. The frequency-dependent relative gain array was used
to choose the suitable low- and high-frequency controllers.
Sensitivity functions were used to tune linear quadratic
regulator. Experimental results have validated the analysis and
demonstrated the effectiveness of the proposed technique.
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