
Abstract--Modern power grids incorporating inverter-based 

resources (IBRs) may be liable to persistent oscillations and 

instability incidents, which jeopardize the reliable operation of the 

power system. Due to the high number and the complexity of the 

involved components, an analytical stability assessment of modern 

power grids is infeasible. A viable approach is the impedance-

based stability analysis (ISBA) using impedances extracted from 

manufacturer-specific electro-magnetic transient (EMT) models 

via frequency scanning. This paper reviews the EMT-level 

positive-sequence, dq-frame and αβ-frame frequency scanning 

techniques and compares their computational efficiencies. The 

impact of the model reference frame on IBSA precision is also 

examined on two test cases: I - a full-size converter (FSC)-based 

wind park (WP) interacts with transmission grid in the super-

synchronous frequency range; II - a doubly-fed induction 

generator (DFIG)-based WP interacts with transmission grid in 

the sub-synchronous frequency range. Among the compared 

techniques, ISBA using dq-frame impedance models features the 

highest accuracy. However, IBSA using positive-sequence or αβ-

frame impedance models is sufficiently accurate. The 

computational speed of the ps-scan is fastest among the presented 

techniques. Using αβ-frame models has the slowest computational 

speed and is, therefore, is not recommended. 

Keywords: Controller interactions, converter, impedance-based 

stability analysis, wind parks 

I. INTRODUCTION

The utilization of renewables, e.g., wind and solar energy, in 

power systems has increased over the past few years across the 

globe [1]. The integration of high-capacity wind parks (WP) 

can bring about major issues related to harmonics, power 

quality, fault ride-through capability, and stability [2]. WPs are 

liable to stability issues where controller interactions may lead 

to oscillations in the sub- or super-synchronous frequency 

range [3]. Furthermore, it is known that the grid impedance 

significantly affects the performance of the controllers in grid-

connected converters [4]. Oscillation incidents are adverse to 

the safe operation of the grid [5], and thus should be detected 

and mitigated in the design phase [6].  

To address the above challenges, attempts to detect 

oscillations and predict stability have been made for systems 

with doubly-fed induction generator (DFIG) and full scale 

converter (FSC) WPs [7, 8, 9, 10]. WPs are complex systems 

with numerous mechanical and power electronic components, 

controllers, and non-linear dynamics e.g., phase-locked loops 

(PLLs), limiters, etc. [11]. Therefore, the analysis of controller 

interactions and stability prediction for such systems is not 

straightforward. To reduce complexity and computational 

burden, two methods are commonly applied: state-space 

modelling using Eigenvalue analysis, and impedance-based 

modelling using Bode- or Nyquist plots [12].  

State-space analysis (SSA) requires detailed knowledge of 

the converters and their controls. Furthermore, the derivation 

of the state-space equations remains unpractical for large and 

complex power systems. Additionally, the model must be 

reformulated for each structural change.  

In impedance-based stability analysis (IBSA) grid 

components or sections are modelled by impedances and 

admittances [13]. A system can be divided into source and load 

(e.g., converter and grid) and brought into feedback form, as 

illustrated in Fig. 1. Their interaction can then be studied via 

stability criteria [14, 15, 16].  

Fig. 1: Block diagram of the equivalent circuit in feedback form 

Power electronic converters include non-linear elements 

(e.g., power semiconductor devices) and non-linear control 

functions (e.g., current limiters). Therefore, IBRs need to be 

linearized for a specific operation point. The analytic 

formulation of frequency-dependent impedance models is 

tedious and requires detailed knowledge of the modelled 
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component [17, 18]. An alternative method is frequency 

scanning. Frequency scanning extracts the impedance model 

from EMT models [19], hardware-in-the-loop setups, or real-

world hardware [20]. One advantage of frequency scanning is 

that no knowledge of model-internal parameters is required, 

meaning that it can be applied to proprietary black-box models. 

Different types of frequency scanning techniques have been 

developed: The impedance model can be obtained in positive-

sequence [5, 21, 22], synchronously rotating dq-frame [20, 22, 

23, 24], or the stationary αβ-frame [25] (ps-scan, dq-scan and 

αβ-scan, respectively). The ps-scan is a single input single 

output (SISO) model, whereas αβ- and dq-scan are multiple 

input multiple output (MIMO) models. Regardless of the type 

of scan, the main concept is to inject perturbations and observe 

the systems’ response under specific operating conditions. The 

scanning techniques differ in their computational burden and 

accuracy. It is thus crucial to investigate and compare the 

performance of the different scanning techniques. 

This paper presents a comprehensive study on existing 

frequency scanning techniques for IBSA. The ps, dq, and αβ-

scans are reviewed, and their key aspects are discussed and 

evaluated based on EMT simulations for realistic benchmarks 

that involve DFIG and FSC WPs. Prediction reliability, 

stability margin, oscillation frequency estimation, and the 

simulation time are investigated.  

II. FREQUENCY SCANNING AND STABILITY ANALYSIS 

In the following it is described how to obtain the impedance 

models via frequency scanning in different reference frames, 

and how to analyze the stability of the system.  

A. Frequency Scanning of EMT Models 

The converter subsystem, i.e., the WP, is a non-linear system 

since it contains power electronic devices, control, and non-

linear protection functions. The grid subsystem itself can be a 

large-scale non-linear system with many converters, e.g., 

power grids that employ high-voltage direct current (HVDC), 

photovoltaic and WP systems. These systems must be 

linearized for a given operation point, which enables the 

application of small-signal analysis methods.  

Time-domain EMT simulations in conjunction with 

frequency scanning can be used to measure and estimate the 

impedance models. The steady-state values of the are obtained 

through load-flow studies for the specified operating 

conditions. Perturbation signals at one, or multiple, frequencies 

are superposed on the steady state and the component’s 

response is measures to generate the impedance model. The 

procedure is shown in Fig. 2 and explained in detail in the 

following. 

The perturbation properties, e.g., frequency, shape [26], and 

amplitude are parameters of the procedure. Stepwise 

perturbation signals should be avoided since abrupt 

disturbances may trigger non-linearities in some cases. A 

common practice to circumvent this issue is to multiply the 

perturbations with a limited ramp signal [23].  

 

 
Fig. 2: Frequency scan using voltage perturbation in EMT time-domain model 

for SISO and MIMO impedance extraction. 

Either voltage or current perturbation can be used for 

scanning grid following IBRs. In principle, both methods yield 

virtually the same result and accuracy. However, a proper 

comparison exceeds the scope and page limitations of this 

paper and only voltage perturbation has been applied for the 

presented results. The following fundamental differences 

should be noted: 

• Voltage perturbation is connected in series with the grid 

voltage; therefore, the perturbation signal is superposed 

on the system voltage. 

• Current perturbation is injected into the POI node. A 

fraction of the perturbation current flows into the grid. 

This decreases the effective perturbation amplitude with 

which the converter is perturbed, which in return might 

affect the accuracy. In extreme cases, for example if the 

grid impedance is much smaller than the WP, this might 

affect the operation point of the studied system. 

The voltage and current responses are measured at the POI, 

and the measurements are transformed into the specified 

reference frame. The impedance/admittance of the subsystem 

is calculated using a specific frequency component of the 

measurement, which is computed by a discrete Fourier 

transform (DFT). To avoid spectral leakage in the DFT, the 

length of the data segments should span an integer number of 

the cycles of the fundamental, perturbation, and any coupling 

frequency [27]. In the presence of measurement noise and 

harmonics, the calculated impedance parameters may show 

variations over the time. Therefore, in the last step, a 

convergence test verifies that the variations of the impedance 

magnitude and phase angle are negligible. Subsequently, the 

impedance parameters are saved for post-processing.  

The process is repeated in discrete frequency intervals for the 

range of interest. In this paper the range [0, 2𝑓
1
] Hz is scanned 

in 1 Hz intervals, where 𝑓
1
 denotes the fundamental frequency.  

The grid-side scan can be performed with the same 

procedure. However, if the grid model is very large and 

contains other IBRs, this might lead to very long simulation 
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times. In the presented case, the grid contains only passive 

linear elements and can be scanned via a phasor domain 

frequency scanning tool [28] with negligible simulation time.  

B. Frequency Scanning in Different Reference Frames 

Depending on the chosen reference frame the dimension of 

the obtained frequency-dependent model may vary. A positive-

sequence impedance model is single-input single-output 

(SISO), whereas dq and αβ impedance models are multiple-

input multiple-output (MIMO). The scanning procedure for all 

three presented methods is equivalent. While the extraction of 

a SISO impedance can be done with one scan, a MIMO 

impedance requires a separate perturbation of each axis and 

subsequent measurement, as illustrated in Fig. 3. Each EMT 

simulation is represented by the procedure in Fig. 2.   

 
Fig. 3: Generic procedure of frequency scanning for SISO and MIMO 

impedance extraction (complements Fig. 2 connecting to input and output). 

1) Positive Sequence Frequency Scanning  

The ps-scan is widely used for impedance extraction of WPs 

connected to series-compensated transmission systems [5]. For 

this scanning method, sinusoidal perturbation signals are 

applied in the sequence domain, and the impedance of the 

converter subsystem is derived based on the positive sequence 

components of the voltage and current signals at the POI. The 

frequency-dependent impedances of the grid and the converter 

subsystems are denoted by 𝑍𝑔
𝑝𝑠(𝑓) and 𝑍𝑐

𝑝𝑠(𝑓), respectively.  

2) -Frame Frequency Scanning  

The dq-scan extracts the small-signal transfer functions that 

relate the input currents (voltages) to the output voltages 

(currents) in the synchronous rotating reference frame. In this 

scanning method, the perturbation signals are applied on d- or 

q-axis in two separate simulation runs. For each simulation run, 

the measured voltages and currents are transformed into the dq-

frame and the target frequency component is extracted via DFT 

for both axes. The impedance or admittance is then calculated 

for two of the four required model elements. The impedance or 

admittance in the dq-frame are 2 × 2 MIMO models. 

The grid-side impedance in dq-frame can be transformed 

from the phasor-domain-scan via  
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where 𝐓
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transformation matrix, 𝐓
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∗ is its conjugate transpose [24, 29], 

and  𝑍𝑔
𝑝𝑠∗ is the conjugate of  𝑍𝑔
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where 𝑗, 𝑘 ∈ [𝑑, 𝑞]. For 𝐼 and 𝑉, the subscript indicates the 

measured axis and 𝑘 additionally indicates the perturbed axis. 

Further details are given in [23].  

3) -Frame Frequency Scanning  

The αβ-scan extracts the small-signal transfer functions that 

relate the input currents (voltages) to the output voltages 

(currents) in the stationary αβ reference frame. With the 

exception of the transformations, the procedure is equivalent to 

the one described for the dq-scan. 

The grid-side impedance in αβ-frame can be transformed 

from the phasor-domain-scan via 
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where 𝐓
𝐶′

 is the complex transformation matrix [29]. The 

converter-side scan measures the  admittance of the 

converter as 
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where . For 𝐼 and 𝑉, the subscript indicates the 

measured axis and 𝑘 additionally indicates the perturbed axis. 

C. Stability Analysis 

Depending on the reference frame of the impedance model, 

different stability analysis methods can be used. This section 

highlights the main differences.  

1) Stability Analysis for Positive-Sequence SISO Model 

The positive sequence impedance model of the system can 

be analyzed via the Bode plot and the Nyquist plot.  

The Bode plot uses both impedances, 𝑍𝑔
𝑝𝑠(𝑓) and 𝑍𝑐

𝑝𝑠(𝑓), to 

estimate the phase and gain margins as well as the oscillation 
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frequency [30].  

For the Nyquist stability criterion, the impedance ratio, i.e., 

𝐿(𝑓) = 𝑍𝑔
𝑝𝑠(𝑓)𝑌

𝑐

𝑝𝑠(𝑓), is regarded as the open-loop gain of the 

system, as shown in Fig. 1. The Nyquist plot can be used to 

evaluate the phase and gain margins, and to determine the 

oscillation frequency of an unstable system.  

2) Stability Analysis for dq- and αβ-Frame MIMO Models 

For the - and -frame impedance models, the system 

stability can be assessed via multi-variable impedance 

modeling and analysis methods [25, 31]. The impedance ratio 

of the grid impedance and the converter admittance transfer 

matrices is defined as 𝐋(𝑓) = 𝐙𝑔(𝑓)𝐘𝑐(𝑓) and can be regarded 

as the open-loop gain of the system, as shown in Fig. 1. The 

eigenloci of 𝐋 can be analyzed via the generalized Nyquist 

criterion (GNC) [23]. The system is stable if, and only if, the 

net sum of the counter-clockwise encirclements of the critical 

point by the set of eigenloci of 𝐋 equals the total number of 

right-half plane poles of 𝐋 [32]. Furthermore, if the transfer 

matrices of converter and grid subsystem do not have any 

uncontrollable or unobservable (open-loop) modes in the right-

half plane, meaning that they are individually stable, the system 

is stable if the eigenloci of 𝐋 do not encircle the critical point. 

This is the case for many practical system scenarios, where the 

grid subsystem is stable without the connection of the converter 

subsystem, and the converter subsystem is stable when it is 

connected to an ideal voltage source [14]. The frequency at the 

crossing with the unit circle indicates the oscillation frequency 

for the unstable system and the phase margin. 

III. KEY ASPECTS OF SCANNING TECHNIQUES 

TABLE I summarizes and compares the key aspects of the 

previously described scanning techniques, the extracted 

models, and their stability analysis. 

The scanning methods should be used with their respective 

stability criterion to provide reliable prediction results. In this 

paper, the Nyquist diagram is used for stability assessment. 

Since the dq and αβ-scans provide a two-dimensional model, 

two sets of eigenloci are analyzed. Under such circumstances, 

instability is confirmed if at least one eigenlocus, in the 

following called the dominant eigenlocus, fulfills the criterion 

introduced in Section II.C.2). The stability margins and 

oscillation frequency should be evaluated based on the 

dominant eigenlocus of 𝐋. Hence, due to its lower dimension, 

stability assessment using the positive-sequence impedance is 

easier and faster. 

The reliability of different scanning methods mainly depends 

on the accuracy of the associated Nyquist diagrams, especially 

where they approach the critical point. For the ps-scan, the 

prediction reliability depends on the accuracy of the impedance 

ratio for a range of frequencies. For the dq and αβ scans, the 

reliability depends on the accuracy of the eigenvalues of  𝐋  for 

a range of perturbation frequencies. Furthermore, as derived in 

[24], dq impedance models can capture dq coupling occurring 

in control systems of certain grid components. For such 

systems, sequence and αβ-scans usually exhibit an error, which 

may lead to erroneous predictions in critical cases. 

The scan parameters such as the perturbation amplitude and 

the DFT window size can significantly affect the accuracy of 

the impedances, and thus play an important role in the 

reliability of the scans. The perturbation amplitude should be 

as high as possible but may not excite non-linearities and 

saturation effects. A perturbation amplitude of 0.01 p.u. is used 

for the perturbation signals in this paper.  

The Nyquist diagrams can be used to estimate the frequency 

of oscillations in unstable cases. If the ps-scan is used, the 

frequency at which the Nyquist diagram of the ps-impedance-

ratio intersects with the unit circle gives an estimate of the 

oscillation frequency. If the dq and αβ-scans are used, the 

frequency at which the dominant eigenlocus of 𝐋 intersects with 

the unit circle provides indicates the oscillation frequency. 

The computational burden is another important aspect of the 

measurement-based scanning methods. The time-domain EMT 

simulations used for the frequency scanning of the converter 

subsystem imposes a significant computational burden and is 

the main contributor to computation time. Furthermore, the 

larger the frequency range of interest and the higher the 

frequency resolution, the higher the number of simulations that 

need to be performed. Due to their little contribution, the 

phasor-domain scanning of passive grid subsystems, the post 

processing, and execution of stability assessment scripts can be 

neglected when assessing the computational speed.  

For the ps-scan, a single simulation run is required for each 

frequency. However, for the dq and αβ-scans, two separate 

simulation runs are required to yield the impedance parameters 

for each frequency. Hence, the total number of simulations per 

subsystem is twice that of the ps-scan. An exception is the dq-

TABLE I: Key Aspects of Different Scanning Techniques 

Item ps-scan dq-scan αβ-scan 

Stability criterion Bode plot Nyquist criterion Generalized Nyquist criterion Generalized Nyquist criterion 

Parameter 𝑍𝑔
𝑝𝑠(𝑓) and 𝑍𝑐

𝑝𝑠(𝑓) 𝐿(𝑓) 𝐋(𝑓) in dq-frame 𝐋(𝑓) in αβ-frame 

Prediction reliability 

Good, 

Depends on impedance 

model accuracy 

Good,  

Depends on impedance 

ratio accuracy 

Very good, captures  coupling 

Depends on eigenvalue accuracy 

Good 

Depends on eigenvalue accuracy 

Stability margin yes, visualized yes yes yes 

Oscillation frequency Magnitude intersection 
intersection tiewiehw htiw

rtcrih 

intersection of dominant 

eigenlocus  tiewiehw htiwrtcrih 

intersection of dominant 

eigenlocus  tiewiehw htiwrtcrih 

Computational burden Lowest 
Generally, 2 × equivalent ps-scan 

Here, equal to equivalent ps-scan 
2 × equivalent ps-scan 
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scan for the specific frequency range [0, 𝑓
1
]. By transformation 

from dq- to positive- and negative sequence, and subsequent 

transformation of the negative-sequence portion to positive 

sequence, the dq-scan yields a ps-impedance for the frequency 

range [0, 2𝑓
1
]. Therefore, in this specific case the number of 

simulations required for ps- and dq-scan are equal.  

It should be noted that this is a rough estimation of the 

computation time. The computation of additional 

transformations and signal processing in the MIMO scans lead 

to a higher computational burden. Furthermore, convergence 

times might vary for the three methods. 

IV. SIMULATION RESULTS 

A. Implementation of Frequency Scanning Techniques 

The frequency scanning techniques have been implemented 

in EMTP [33]. The simulation time step is 50 µs, and the 

maximum simulation time is 100 s. The initial perturbation 

amplitude is 1 % of the nominal voltage at the POI regardless 

of the scanning technique. The DFT window size is 1 s. The 

results of the frequency scans are saved in datasets for offline 

post-processing and stability assessment in MATLAB. It 

should be noted that phasor-domain scanning was used for the 

ps-scan of the grid subsystems. 

B. System Under Study & Study Cases 

Two cases have been investigated that exhibit super- and 

sub-synchronous controller interactions with FSC and DFIG 

WPs. The single-line diagram of the system for the test cases is 

depicted in Fig. 4.  This test system is adopted from [5] where 

the WP is connected to high-voltage networks via two parallel 

transmission lines. After a fault, the circuit breakers (CBs) are 

opened, leaving the WP radially connected to Line 1.  

• Case I: FSC wind turbines are employed, and super-

synchronous oscillations emerge after the contingency.   

• Case II: DFIG wind turbines are employed, and sub-

synchronous oscillations emerge after the contingency.   

 
Fig. 4: The single-line diagram of the benchmark systems 

The nominal system frequency is 60 Hz. The transmission 

networks operate at the rated voltage of 500 kV, with the 

equivalent impedances 𝑍1 = 𝑍2 = 7.5 + 𝑗75 Ω. Lines 1 and 2 

are distributed constant parameter models. The shunt reactors 

𝑍𝐿 each provide 230 MVAr reactive power (75 % shunt 

compensation), while the series capacitor banks 𝑋𝐶 at the ends 

of line 1 are employed for a series compensation level of 50 %. 

The major WP and line parameters are given in TABLE II. 

TABLE II: SIMULATION PARAMETERS OF TRANSMISSION LINES AND WPS 

 Parameter Value 

L
in

e 

Length of Line 1 (km) 500 

Length of Line 2 (km) 100 

Resistance (Ω/km) 0.0283 

Inductance (Ω/km) 0.3244 

Charging capacitance (µS/km) 5.0512 

W
P

 

Number of wind turbines 400 

Wind turbine rated power (MW) 1.5 

Rated power of wind turbines (MVA) 1.667 

Rated power of turbine transformer (MVA) 1.75 

Rated power of the park transformer (MVA) 675 

Rated voltage of the turbine (kVRMSLL) 0.575 

Rated voltage the collector (kVRMSLL) 34.5 

DC voltage (V) 575×2 

Resistance of the choke filter (p.u.) 5×10-3 

Inductance of the choke filter (p.u.) 0.5 

Reactive power of harmonic filter (kVAr) 75 

F
S

C
 

Grid-side converter rise time (ms) 

Machine-side converter rise time (ms) 

6 

20 

DC time constant (ms) 150 

Prop. gain of the voltage regulator  

wind speed (m/s) 

2 

11.2 

D
F

IG
 

Grid-side converter rise time (ms) 10 

Rotor-side converter rise time (ms) 20 

Prop. Gain of rotor-side V control 2 

Prop. Gain of rotor-side P control 1 

Integral gain of rotor-side P control 

wind speed (m/s) 

10 

9 

C. Results 

As demonstrated in Fig. 5, the tripping of Line 2 leads to 

significant oscillations. In case I, the super-synchronous 

oscillation at 85.6 Hz is dominant while a mirrored coupling 

frequency can be observed at 22 Hz. In case II, there is a sub-

synchronous oscillation at 26 Hz, and no significant 

complementary frequency is observed.  

 
(a) 

 
(b) 

Fig. 5: Snapshots of the current measured at the POI before and after the 

contingency. Line 2 trips at t = 10 s (a): Case I (b): Case II 

The Nyquist diagrams are depicted in Fig. 6 

(b) 

Fig. 6-Fig. 8. The eigenloci of all scans encircle the critical 

point (✳-marker). Furthermore, the eigenlocus of the ps-scan 

and the dominant eigenlocus of the αβ-scan are virtually equal 

with minor differences due to the scanning procedure. 
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(a) 

 
(b) 

Fig. 6: The Nyquist diagrams obtained from the ps-scan for unstable cases: 

(a) Case I (b) Case II 

 
(a) 

 
(b) 

 Fig. 7: The Nyquist diagrams based on the dq-scan for unstable cases:  

(a) Case I (b) Case II  

Moreover, the results reveal that a change of the wind turbine 

model or wind speed leads to substantially different eigenloci 

even though both cases have the same grid-side impedance. In 

addition, the Nyquist diagrams for stable cases (not presented 

here due to page limit) confirm stability with relatively large 

margins. It is concluded that either of the frequency scanning 

techniques in conjunction with the Nyquist criterion can 

reliably assess the system’s stability. 

 

 
(a) 

 
(b) 

Fig. 8: The Nyquist diagrams based on the αβ-scan for unstable cases: 

(a) Case I (b) Case II  

TABLE III compares the estimated oscillation frequencies. 

The estimates for case II are sufficiently accurate, regardless of 

the reference frame. For case I, however, the dq-scan is 

sufficiently accurate, while the others exhibit an error of 3 Hz. 

The results indicate that the dq-scan provides better estimates 

of the oscillation frequency when the WP employs FSC wind 

turbines. This can be attributed to the fact that MIMO 

impedance models in dq-frame capture mirror frequency 

coupling [24], whereas SISO models and the MIMO αβ-frame 

impedance models do not.     

TABLE IV shows the phase and gain margins derived from 

the Nyquist diagrams. The phase margins for all diagrams are 

very small, especially in case II. Furthermore, the gain margins 

are also very small for case I. In fact, small changes in grid-side 

converter rise time may make the system critically stable. 

TABLE III: ESTIMATION OF THE OSCILLATION FREQUENCY FOR THE 

UNSTABLE CASES  

Case 

Oscillation frequency (Hz) 

ps-scan dq-scan αβ-scan 
DFT of the 

POI current 

I 101 97.5 101 98.0 

II 26.3 26.2 26.3 26.0 

TABLE IV: STABILITY MARGIN ESTIMATION USING SCANNING TECHNIQUES 

FOR THE UNSTABLE CASES 

Case 

ps-scan dq-scan αβ-scan 

Phase 

margin 

(deg) 

Gain 

margin 

(dB) 

Phase 

margin 

(deg) 

Gain 

margin 

(dB) 

Phase 

margin 

(deg) 

Gain 

margin 

(dB) 

I -0.76 -0.16 -3.87 -0.66 -0.76 -0.16 

II -3.13 
+6.51 

-7.12 
-4.38 

+6.97 

-8.8 
-3.78 

+7.2 

-7.36 
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The simulation times for frequency scanning of the converter 

subsystem are given in TABLE V. The ps-scan is the 

computationally fastest technique, and the αβ-scan is the 

slowest with more than two times the simulation time of the ps-

scan for case II. For case I, however, the difference is much 

more pronounced. The simulation time of the dq-scan is a 

slightly more than for the ps-scan in both cases.  

In principle, the simulation time should be proportional to 

the amount of performed scans. Therefore, one might assume 

that dq and αβ-scans have twice the simulation time of the ps-

scan, since the two axes need to be perturbed separately. 

However, for the frequency range of interest in this paper, i.e., 

1-120 Hz, the dq-scan only needs to be performed for the range 

1-60 Hz, which can be transformed to 1-120 Hz in positive-

sequence. The oscillation frequency and its complementary 

frequency can be found by simply adding and subtracting the 

fundamental frequency from the oscillation frequency found in 

the dq-analysis. Therefore, the number of scans required for ps 

and dq-scan are equal for this specific frequency range. The αβ-

scan requires twice the number of scans for the given frequency 

range. The results support this reasoning, with the exception of 

the αβ-scan for case I. 

Deviations in the actual simulation time from these 

simplified assumptions can be explained by  

1. differences in actual computation time for each scan 

depending on the operation point and resulting numeric 

calculations.  

2. additional mathematical operations due to the signal 

processing of two axes for dq and αβ-scans, compared 

to one axis for the ps-scan. 

3. variation of the computation power of the simulation 

hardware. 

The given simulation time should, therefore, be regarded as 

approximate indication only. 

TABLE V: CPU SIMULATION TIME FOR SCANNING OF THE WP SUBSYSTEM  

 CPU time (s) 

Case 
ps-scan 

dq-scan αβ-scan 

d axis q axis α axis β axis 

1-119 Hz 1-59 Hz 1-59 Hz 1-119 Hz 1-119 Hz 

I 1565 811 903 4517 4909 

II 1667 957 986 1742 1698 

V. CONCLUSION 

This paper presents the use of frequency scanning in 

conjunction with EMT simulations to extract frequency-

dependent impedance models of power systems and wind 

parks. The impedance models can be analyzed via the Nyquist 

diagram to predict control interactions between wind parks and 

the grid, extract the frequency of oscillation, and evaluate 

stability margins.  

This article presents a comparison of frequency scanning 

techniques in positive-sequence, dq, and αβ-frame. The 

techniques are tested on two unstable grid cases, featuring FSC 

and DFIG wind parks. Stability assessment of the resulting 

impedance models is performed to compare the techniques. 

Furthermore, the computational efficiency is investigated. 

 The results corroborate that sub- and super-synchronous 

oscillations can be detected using either reference frame for the 

impedance model. The dq-scan is more accurate in the 

estimation of the oscillation frequency for FSC-based wind 

parks. It is shown that the positive-sequence scan has the fastest 

simulation time. In this special case, i.e., for a frequency range 

of interest of 1-120 Hz, the computational burden of the dq-

scan is much lower than the αβ-scan, and close to the positive-

sequence scan. 
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