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Abstract—This paper introduces a real-time simulation
framework for grid-tied converters, implemented on
field-programmable gate arrays (FPGAs). The framework
incorporates a Frequency-Dependent Network Equivalent
(FDNE) to reduce the original part of the circuit that
is not directly under study into a frequency-dependent
admittance model, enabling precise modeling of the power
network’s frequency-dependent dynamics while streamlining
the onboard simulation and modeling process. The proposed
framework is implemented on the Alveo U280 FPGA, achieving
sub-microsecond latencies, low resource utilization, and high
computational fidelity across various data types, including
single-, double-precision, and customized floating-point formats.
The numerical test and validation were conducted using a
high-voltage power network that includes detailed models of
transmission lines, loads, and a Static Synchronous Compensator
(STATCOM), etc. Simulation results show strong alignment
with reference models developed in the EMTP, achieving
faster-than-real-time performance. These findings demonstrate
the effectiveness of the proposed solution in delivering
high-speed, resource-efficient, and scalable real-time simulations,
providing a promising approach for testing and validating
advanced control strategies in modern power systems.
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I. INTRODUCTION

HE integration of power converters in modern power
Tsystems has become essential to accommodate the
growing adoption of distributed energy resources (DER) such
as wind turbines, solar photovoltaics and charging stations
for electric vehicles [1]. Power converters are essential for
connecting renewable energy sources to the grid, facilitating
efficient energy transfer, and improving grid stability through
active and reactive power management [2], [3]. These
converters connect various renewable energy sources to the
power grid, facilitating cleaner energy consumption and
addressing intermittency and fluctuating load demands [4], [5],
[6]. However, the extensive use of power electronic devices,
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especially in grids with many DERs, poses distinct challenges
to grid stability. This situation requires advanced control
solutions to address potential power quality issues.

However, using power converters, such as voltage source
converters (VSCs) and other inverter-based resources, presents
challenges for grid stability. These devices can interact with
conventional synchronous machines and other grid elements,
causing oscillations, higher frequency change rates, and
frequency overshoots [7], [8]. Moreover, control strategies to
manage the dynamic performance of these converters must be
meticulously designed to minimize harmonic distortion and
maintain unity power factor for improved grid resilience [9].
As the use of such devices grows, it is essential to establish
effective control methodologies to manage interactions with
traditional grid infrastructure.

This paper presents a simulation framework for
grid-connected converters to address these challenges,
designed using field-programmable gate arrays (FPGAs).
The framework integrates a Frequency-Dependent Network
Equivalent (FDNE) model to accurately represent the
frequency-dependent behavior of the grid. The framework
achieves sub-microsecond latencies while preserving
computational accuracy. A Static Synchronous Compensator
(STATCOM) is employed as a test case to validate the
effectiveness of the proposed approach.

The primary contributions of this work include: 1) The
development of two novel FDNE integration approaches
based on state-space equations, enabling efficient real-time
simulation of an FDNE-integrated STATCOM model
on FPGA. These formulations leverage matrix-based
computations, optimizing execution speed and numerical
stability. 2) The implementation of a resource-efficient FPGA
framework, utilizing high-level synthesis (HLS) for FPGA
programming and integrating Customized Floating-Point
based (CuFP-based) arithmetic. CuFP allows customizable
precision, balancing accuracy, and hardware efficiency to
achieve optimal FPGA utilization. 3) A demonstration
that the proposed model achieves faster-than-real-time
performance, significantly reducing simulation latencies.
This capability positions the framework as a powerful tool
for accelerating electromagnetic transient (EMT) simulation
applications. 4) An in-depth analysis of resource utilization
and computational trade-offs, emphasizing the role of the
CuFP library in delivering optimal results.

The remainder of this paper is organized as follows:
Section II provides an overview of the key concepts.
Section III outlines the proposed implementation methodology.
Section IV describes the test case used to assess the



proposed model’s performance compared to the commercial
tool EMTP®. Section V offers a comprehensive analysis
of the FPGA implementation, focusing on latency, resource
utilization, and accuracy. Finally, Section VI presents the
conclusions.

II. BACKGROUND
A. FPGA-based Power System Simulation

FPGAs have been used in real-time simulation applications
for many years, particularly in hardware-in-the-loop (HIL)
configurations. The inherent parallelism of FPGAs allows
for the simulation of complex power electronic circuits
with small time steps, ensuring high fidelity and precise
interfacing with physical controllers [10], [11]. Beyond
real-time simulation, research has extended the use of FPGAs
to faster-than-real-time (FTRT) simulation. This approach
allows for simulating the behavior of systems in less
time than their actual operation, which is beneficial for
offline analysis, optimization, and design validation [12],
[13]. The authors in [10] provide a comprehensive review
of the current state of real-time simulation technologies
for power systems. The study focuses on digital real-time
simulation (DRTS) and HIL simulation, examining their
evolution, computing capabilities, common features, hardware
and software components, and solution methodologies across
various simulator platforms. The work has demonstrated the
simulation of power electronics systems with time steps in
the range of a few microseconds. The paper [14] emphasizes
the role of real-time simulation technologies in design,
prototyping, testing, and teaching, categorizing applications
by field, fidelity, and multiphysics aspects, with a focus
on transmission and distribution systems. It highlights that
the time-step in real-time simulation is critical and varies
by application: microsecond-range steps are used for HVdc
systems and EMT simulations, while millisecond-range steps
are typical for phasor simulations. Paper [15] presents a
wide-band multi-port system equivalent for real-time digital
simulators, integrating a FDNE for high-frequency EMT
and Transient Stability Analysis (TSA) for electromechanical
transients. This approach enables accurate simulation of both
fast and slow power system dynamics while reducing hardware
costs. The multi-port equivalent can be directly connected to
the system boundary, allowing TSA to run on a real-time
platform. The achieved time-steps vary by simulation type,
with 25-50 ps for EMT simulations and 1-2 ms for TSA
solutions.

B. FDNE

FDNE aims to reduce the computational burden of Transient
simulations of large networks are done by dividing the network
under study into two zones: the study zone and the external
zone. Assuming that the external zone has a minor impact
on a given transient study occurring within the study zone.
An FDNE model consists of a rational model [16], its
coefficients are calculated to match the frequency response of
the subnetwork to replace (external zone) for a finite frequency
band as:

Y () 2 Yuea(s) = Go + sE+ )
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where Y (s) is a p X p frequency-dependent admittance matrix,
and coefficients p; and Ry are poles and residues matrices,
respectively; n denotes the number of poles of the model; and
Gy and E are constant matrices (E is typically a zero matrix).
The proposed method is sensitive to the quality of the rational
fitting of the FDNE, as poor fitting can lead to inaccuracies
in the simulation results.

The FDNE model can be expressed using state-space
equations as follows:

-l Bk
ir(t)|  |C D |v(?)

where x(t) is the FDNE state variable. The matrices A and C
contain the FDNE model poles and residues, with dimensions
(pn) x (pn) and px (pn), respectively. The matrix B consists of
ones and zeros, structured accordingly, with a size of (pn) X p.
The matrix D is the same as in Eq. 1, with dimensions p X p.
The input and output vectors v(t) and ir(t) represent voltages
and currents, respectively. The Backward Euler method is
applied in solving the state-space equations, where the next
time-step is computed using precomputed system matrices,
reducing computational complexity while preserving accuracy.
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where A4, By, C,4, and Dy are discrete versions of matrices
A, B, C, and D, respectively.

C. FPGA-based FDNE Simulation

FPGA-based FDNE simulations have gained prominence
for achieving ultra-low latency and high parallelism, enabling
sub-microsecond time steps. Additionally, in [17], the potential
of real-time FDNE models was explored on both CPUs and
FPGAs, focusing on parallelizing the FDNE algorithm and
proposing a partitioning method to optimize computations.
Moreover, an FPGA-based FDNE model for accurate real-time
simulation of aircraft power systems was presented in [18],
employing FDNE models to precisely represent aircraft
power cables within an HIL simulation environment. Our
work achieves sub-microsecond time-steps for a more
intricate test case, highlighting the capability of FPGA-based
simulations to efficiently model complex FDNE systems with
excellent accuracy and precision for both real-time and FTRT
applications.

D. HLS FPGA Programming

HLS bridges the gap between software-oriented design
and hardware-level implementation, offering a streamlined
approach to developing complex systems [19]. By enabling
developers to describe digital system behavior using high-level
programming languages like C or C++, HLS tools simplify
FPGA programming. Furthermore, HLS tools automate
numerous optimization tasks, reducing manual effort and
significantly accelerating the development process.
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Fig. 2. Detailed view of the STATCOM.

The CuFP library enhances FPGA resource efficiency
while ensuring scalability and computational accuracy, making
it a powerful tool for future advancements in grid-tied
converter simulations [20]. This work demonstrates how CuFP
leverages high-level descriptions to reduce computational
latency, optimizing performance while maintaining precision
and adaptability in complex scenarios.

III. IMPLEMENTATION METHODOLOGY
A. Brief Test Case Presentation

Fig. 1 illustrates the test circuit implemented in EMTP® and
used for voltage regulation in electrical power systems. This
model represents a 500 kV, 100 MVA STATCOM connected
to a 500 kV bus, typically used to stabilize the voltage at
a high-voltage transmission line. The STATCOM includes
a two-level voltage source converter (VSC) block, power
transformer, and associated control and protection systems.

The detailed two-level topology is used for the VSC, and the
valve comprises one IGBT switch, two non-ideal (series and
anti-parallel) diodes, and a snubber circuit, as shown in Fig. 2.
A non-ideal switch represents the diodes. The figure displays
the configuration of the STATCOM and its integration within
the power system, highlighting the components such as the
coupling transformer, AC filters, and the control mechanism
that manages the reactive power injection or absorption.

B. Integration of STATCOM and FDNE

This section examines two distinct approaches for
integrating the STATCOM with the FDNE. While the

A +100 Mvar/-100 Mvar STATCOM implemented by two-level VSC.

equations presented in this work are explicitly derived for the
STATCOM test case, the underlying methodology is broadly
applicable and can be easily generalized to other grid-tied
converter applications.

1) Approach 1: To characterize the dynamic behavior of the
STATCOM, we start by defining its mathematical formulation
as outlined in [21]:

. in(t
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where H;; are the matrices associated with switch
combinations that result from the algebraic manipulations
of the MANA matrix, the notation o refers to the switch
combination, i, are history terms of the STATCOM, v;,
internal voltage sources, v external voltage sources, and ic
the current drawn from the external sources (FDNE). The size
of the matrix H depends on the number of history terms and
the number of internal and external voltages. State update and
output expressions in (4) can be separated, as shown in (5), (6):
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Same state update and output expressions separation can be
applied for the FDNE in (3), we have (7), (8):

in(t+ At) =

ic(t) =

x(t + At) = [A; By [’58} )
ip(t) = [Cs D {im (8)

When the STATCOM and FDNE are integrated into the
system, the following relationship is established: ip(t) =
—ic(t). Thus, by combining the (6), and (8), the following
expression for computing the voltage is obtained:
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W¢ = —(H3; +Dy)"'H3,
W3 = —(H3; + Dg) " 'H3, (10)
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The following algorithm simulates the model in the time
domain with a fixed time-step At for Approach 1.

Algorithm 1 Simulation Procedure for Approach 1

1: Precompute matrices Ag, By, HY;, W{, W7, and W3.
2: for each time point ¢t do

3 Solve for v(t) using (9).

4 Optional: compute any output needed, e.g., using (6).
5: Update states of the STATCOM iy (t) using (5).

6 Update states of the FDNE x(t) using (7).

7: end for

2) Approach 2: The purpose of Approach 2 is to reduce the
computation latency at each time-point with a few additional
precomputations. The idea here is to reduce matrix sizes in (9).
Let’s define £(t) as follows:

E(t) = Cyax(t) (11
Hence allowing one to rewrite (9) as:
in (1)
v(t)=[W{ W3 Wq]| |vin(t) (12)
£(t)
where
Wi = —(Hg; +Dg)™ (13)
As we can rewrite (11) as follows:
E(t+ At) = Cyx(t + At) (14)
Combining with (7), we have:
x(t)
f(t + At) = [CdAd CdBd} (15)
v(t)
The simulation algorithm becomes as follows:
Algorithm 2 Simulation Procedure for Approach 2
1: Precompute matrices CqAq, CaBq, Hf;, W], W3, and

W9,
2: for for each time point ¢ do

3 Solve for v(t) using (12).

4 Optional: Compute any output needed, e.g., using (6).
5: Update states of the STATCOM iy, (¢) using (5).

6: Update states of the FDNE x(t) using (7).
7: Update variable &£(t¢) using (15).
8: end for

The CPU is responsible for the
of matrices (Agq,Bg4, H?,, W7, W7,

35
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Fig. 3. Integration of STATCOM and FDNE according to Approach
1. z=! denotes a single time-step delay.

(CaAq,CaBg, HY;, W7, W3, and WY), in approaches
1 and 2, respectively, ensuring efficient handling of
computationally intensive operations. Once precomputed,
these matrices are transferred to the FPGA, which performs
real-time execution, solving system equations and updating

states at each time step.

C. Latency Analysis for Approach 1 and Approach 2

Fig. 3 illustrates the datapath resulting from the integration
of the STATCOM and the FDNE models within a unified
simulation framework, according to Approach 1, whereas
Fig. 4 shows the integration according to Approach 2. Fig. 5
illustrates the computational latency for Approach 1 and
Approach 2. As shown in Fig. 5a, the maximum latency in
Approach 1 is governed by two factors: (1) the latency of
module Vi, and (2) the maximum latency of the modules I
Y, and X, which are executed in parallel. Since these modules
operate concurrently, their collective latency is determined
by the module with the highest computational delay. This
approach ensures efficient parallelism within the constraints
of the design.

(16)

EApproach 1= éVAl + max (41, éYa ex)

On the other hand, Fig. 5b illustrated the computational
latency of Approach 2, which is determined by the latency of
module V5, and the maximum latency of the modules I, Y,
X, and E, which also operate in parallel.

Lapproach 2 = Iv,, + max ({1, by, Ix, /g) (17

A key observation is that the latency of module V4 is
higher than V4,. Hence, By introducing module E into the
parallel pipeline, Approach 2 further distributes the workload,
optimizing the overall latency.

IV. TEST CASE

Fig. 1 illustrates the test circuit implemented in EMTP® and
used for voltage regulation in electrical power systems. This
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model represents a 500 kV, 100 MVA STATCOM connected
to a 500 kV bus, typically used to stabilize the voltage
at a high-voltage transmission line. The figure displays the
configuration of the STATCOM and its integration within
the power system, highlighting the components such as the
coupling transformer, AC filters, and the control mechanism
that manages the reactive power injection or absorption. The
FDNE model contains an ideal current source to represent
the steady-state conditions of the original circuit, connected
in parallel to the state-space model described by Eq. 2. EMTP
computes the parameters of FDNE by employing the vector
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current from the EMTP® model; (a) Close-up view of phase-currents
during fault initiation; and (b) Close-up view of phase-currents during
fault clearing.

fitting method combined with the Loewner-Matrix method [22]
to determine the model order automatically. The frequency
range spans from 1 Hz to 1 MHz, with a tolerance set to
176, which results in 52 poles in the model. Therefore, the
dimensions of the state-space matrices are as follows: A is
156 x 156, B is 156 x 3, C' is 3 x 156, and D is 3 x 3.
For a dynamic response of STATCOM, a three-phase fault
occurs on BUS 1 at ¢ = 1 s and lasts for 200 ms. During
the fault, the voltage at Bus 1 decreases from the reference
voltage, Vier = 1 pu. The STATCOM reacts to the event by
generating the reactive power to increase the bus voltage.

V. EXPERIMENTAL RESULTS
A. Simulation Accuracy

To validate the accuracy and fidelity of the proposed
implementation, the results are compared with a reference
model developed in EMTP®. Fig. 6a presents the
superimposed phase currents at the receiving end, as
computed by the proposed implementation and the EMTP®
model, for the 0.9 to 1.3 seconds of the simulation. Detailed
close-up views at critical events are shown in Fig. 6b and
6c, illustrating the system’s behavior during fault initiation
and clearing, respectively. As observed, the proposed
implementation perfectly matches the reference model,
confirming its high accuracy and reliability.

B. Area occupation and speed performance

This section details the experimental results of
implementing the proposed model on an Alveo U280
FPGA using Vitis HLS 2023.2. The selected FPGA platform,
the xcu280-fsvh2892-2L-e, enables high-speed, real-time



TABLE L
COMPARISON OF THE PROPOSED MODEL’S PERFORMANCE IN TERMS OF NUMBER OF CYCLES, RESOURCE UTILIZATION, AND
ACCURACY FOR APPROACH 1 AND APPROACH 2.

Approach Data Type Frequency (MHz) # of Cycles Latency (ns) BRAM DSPs LUTs Registers REgz-norm (%)
- L. o
SmgleA Precision 250 145 530 260 470 72,232 86,106 7.82 x 10
Floating-Point (6.44%) (5.20%) (5.57%) (3.32%)
] L o
Doublt? Pre(:l:slon 250 180 720 403 777 163,013 206,860 1.03 x 10
Floating-Point (9.99%) 8.43%)  (12.57%) (7.98%)
Approach 1
254 4 122 4 .
CuFP (8, 24) [20] 250 102 408 y 343 036 98,478 8.7 x 1072
(6.30%) (3.80%) (9.36%) (3.78%)
33 s
CuFP (8, 34) [20] 250 116 464 300 o7l 182,332 141,551 5.07 x 10~2
(7.45%) (7.44%)  (13.99%) (5.43%)
CuFP (11, 53) [20] 250 139 556 326 736 227,619 183,480 1.08 x 102
8.09%)  (10.61%) (17.35%) (6.75%)
Smg]e}»Precnsilon 250 123 492 263 874 90,303 121,277 781 x 10-2
Floating-Point (6.52%) (9.68%) (6.92%) (4.65%)
Doublé—Pr601§10n 250 157 628 486 1,676 218,044 270,270 1.03 x 10-2
Floating-Point (12.05%) (18.57%) (16.72%)  (10.36%)
Approach 2
CuFP (8, 24) [20] 250 78 312 264 374 116,534 87,178 8.68 x 10~2
(6.61%) (4.14%) (8.94%) (3.23%)
CuFP (8, 34) [20] 250 86 344 339 780 185,911 140,549 5.06 x 10~2
(8.92%) (8.64%)  (14.26%) (5.39%)
7 226,217 17 1
CuFP (11, 53) [20] 250 107 428 335 95 _ 5,96 1.07 x 10=2
8.31%) (10.61%) (17.35%) (6.75%)

operation, with results reported at RTL simulation level, after
post-routing to reflect actual hardware performance rather
than simulation estimates. The offline simulations are carried
out on EMTP® v4.5 to validate the FPGA implementation.
The simulations are run on a laptop with an 11th Gen Intel
19-11950H processor and 64 GB DDR5 RAM.

The FDNE model size directly impacts FPGA resource
utilization and execution time. As the number of poles in
the admittance matrix increases, the state-space representation
expands, leading to a larger system matrix. This results in
higher memory usage and increased computational load due
to additional state updates, affecting occupation and execution
time. However, since our FPGA implementation leverages
parallel computation and precomputed matrices, the latency
increase remains moderate.

The proposed model is evaluated based on execution
cycles, FPGA resource utilization, and accuracy. The model
operates at a clock frequency of 250 MHz, and its
performance is assessed using different data types: single,
double, and customized floating-point formats provided by the
CuFP library [20]. For the CuFP data type, three different
configurations are chosen for comparison. In this library, the
notation CuFP(w,, w,,) represents a floating-point number
with an exponent bit width of w,. and a mantissa bit width of
Wyy,. To enable meaningful comparisons with IEEE 754 single-
and double-precision formats, CuFP (8, 24) and CuFP (11, 53)
were specifically selected for this study. While fixed-point
arithmetic could reduce FPGA resource usage, particularly for
DSPs and LUTs, it requires careful bit-width optimization to
avoid numerical instability due to its limited dynamic range.

This is particularly challenging in power system simulations,
where wide dynamic ranges are common.

To assess the accuracy of the proposed model, the
2-norm relative error (REj o) is employed as the primary
metric. This error metric, shown in (18), quantifies the
relative discrepancy between the computed output from FPGA
(outppg,) and the reference output from EMTP® (outemp)-
Specifically, the RE, o is calculated as follows:

lloutemp — outpgall,

lowtempll,

REjnom (%) = % 100 (18)
where outeny represents the reference output and outfyg,
represents the computed output. The symbol ||out||, represents
the 2-norm of the output.

Table I presents a comprehensive analysis of the
performance metrics, including resource utilization and
accuracy, of the proposed model for Approach 1 and
Approach 2, evaluated across various data types. Key
parameters such as latency, FPGA resource usage (BRAM,
DSPs, LUTs, and Registers), and accuracy are compared.

In Approach 1, in the case of single-precision floating-point,
the model achieves a latency of 580 ns and an REs-norm
of 0.0782%. This represents a relatively low latency but
with limited accuracy. CuFP (8, 24) shows a promising
alternative, achieving a latency of 408 ns with slightly higher
accuracy, offering comparable accuracy to single-precision
while using fewer resources. This demonstrates the efficiency
of CuFP (8, 24) in scenarios where resource constraints
and latency are critical. CuFP (8, 34) configuration provides
an even higher accuracy, as it uses more bits for the



mantissa. However, this comes with an increase in latency and
higher resource utilization. This configuration is suitable for
applications where accuracy is more critical than latency, but
the higher resource requirements must be considered when
working within resource-constrained environments. Finally,
the double-precision floating-point implementation comes with
a higher latency of 720 ns and higher resource consumption.
In contrast, CuFP (11, 53) achieves a similar level of accuracy
while maintaining a lower latency of 556 ns, and fewer
resources than double-precision. This data type balances
performance and efficiency, enabling fast computation with
minimal resources, making it ideal for real-time simulation.

Moving to Approach 2, the single-precision floating-point
implementation offers a latency of 492 ns and an REs-norm
of 0.0781%. Resource utilization includes 263 BRAMs, 874
DSPs, 90,303 LUTs, and 121,277 registers. Compared to
Approach 1, the latency is reduced, but the resource utilization
is higher, reflecting the increased demand on resources
in this approach. For double-precision floating-point, the
latency is 628 ns and is reduced compared to Approach 1.
However, the area is more than in Approach 1. When CuFP
(8, 24) is utilized, the latency drops to 312 ns, with an
REs-norm of 0.0868%, making it a highly efficient choice
for applications requiring low latency and moderate accuracy.
This configuration uses 264 BRAMs, 374 DSPs, 116,534
LUTs, and 87,178 registers, showcasing significant latency
and resource efficiency improvements over floating-point
implementations. For those applications that need more
accuracy, the CuFP (8, 34) configuration can be a better
option rather than CuFP (8, 24). This configuration offers
an improved accuracy of 0.0506%, with a latency of
344 ns. Although the increased accuracy comes with higher
resource utilization, the configuration offers a good balance
between precision and performance. Similarly, CuFP (11, 53)
achieves a latency of 428 ns, closely matching the accuracy
of double-precision floating-point with an REs-norm of
0.0107%. Moreover, it consumes fewer resources than the
double-precision implementation, demonstrating a balance
between accuracy and resource utilization.

The proposed model demonstrates efficient resource
utilization, low latency, and high accuracy across different
data types and configurations. In particular, approach 2 with
CuFP configurations offers a promising trade-off between
latency, accuracy, and resource efficiency, making it an
excellent choice for real-time applications. Additionally, the
flexibility of the CuFP library allows users to customize the
floating-point configuration to meet specific needs, providing
enhanced control over performance and resource usage. The
reduction in latency in Approach 2, however, comes at
the expense of increased resource utilization. The additional
computational resources required to support the expanded
parallel pipeline result in a larger hardware footprint. This
trade-off reflects a deliberate design choice to prioritize latency
reduction over resource constraints. The comparative analysis
highlights the benefits of leveraging parallelism to optimize
latency. Approach 2 significantly reduces computational delay,
making it suitable for latency-sensitive applications, although
with higher area requirements. The choice between these

approaches depends on the specific application requirements
and the hardware constraints of the target system. For
applications where accuracy is the priority, CuFP (11, 53)
or double-precision floating-point should be used to minimize
numerical errors. If latency is the primary concern, particularly
for real-time control applications, configurations in the
second approach, such as CuFP (8, 24), provide a good
balance between resource efficiency and numerical precision,
significantly reducing execution time while maintaining
acceptable accuracy. CuFP (8, 34) serves as a middle ground,
offering improved accuracy over CuFP (8, 24) while keeping
latency lower than full double-precision arithmetic. These
results demonstrate that CuFP gives the flexibility to balance
precision and computational efficiency, making it well-suited
for various power system applications.

C. Speed-up Performance

In real-time simulation, a system is considered real-time if
its execution time per step does not exceed the simulation
time step (At). In our work, the latency per time step is
in the nanosecond range (as shown in Table I), significantly
faster than the required microsecond-level time steps for
power electronics simulations. The results highlight that the
implementation achieved nanosecond-level latencies, making
it well-suited for real-time applications. In comparison, the
reference model, developed using EMTP® and executed on
a system with the previously described configuration, was
evaluated for specific time points, e.g. 50,000 time-points,
with a fixed time-step. Under these conditions, the reference
model exhibited a latency of 6.0625 seconds. By contrast, the
proposed model, executed for the same number of time points,
completed the task in just 24.6 ms using the single-precision
data type, as detailed in (19).

Total latency = 492 x 10™% x 50,000 = 24.6 ms  (19)

This achievement represents a performance improvement of
approximately 246 times compared to the reference model,
highlighting that the proposed implementation is suitable for
real-time applications and capable of operating faster than
real-time.

VI. CONCLUSIONS

This paper presented an efficient FPGA-based real-time
simulation framework for grid-connected converters,
integrating a STATCOM model with an FDNE approach. The
proposed implementation was validated against a high-fidelity
reference model developed in EMTP®, demonstrating strong
agreement in waveform accuracy and achieving minimal
relative error across various floating-point formats. The
results confirm the effectiveness of the proposed framework
in replicating dynamic system behaviors with high precision.
The FPGA implementation, tested on the Alveo U280
platform, showcases the potential for scalable and efficient
real-time simulation systems. With sub-microsecond latencies
and low resource utilization, the model is well-suited
for integration into real-time control systems for power



networks, where speed and accuracy are critical. Notably,
the proposed approach achieved a remarkable 246 times
speed improvement compared to the reference model,
demonstrating its capability to perform faster-than-real-time
simulations without compromising accuracy. Furthermore, the
flexibility of the CuFP library enables future adaptations for
different precision requirements and hardware configurations.
Future work will focus on extending the methodology to
multi-converter systems, such as multiple STATCOMSs or
active power filters, to assess scalability and performance
trade-offs. Additionally, HIL validation will be conducted to
confirm real-time execution in practical scenarios. Another
research direction is adaptive precision selection, where CuFP
bit-widths dynamically adjust based on system operating
conditions to optimize computational efficiency further.
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