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Abstract—This paper presents a novel frequency-domain
identification tool based on Electromagnetic Transient (EMT)
simulations: Z-tool. This is the first open source program offering
a versatile automated scan and state-of-the-art small-signal
analysis of multi-terminal AC, DC and AC/DC power systems.
The approach is introduced with an emphasis on implementation
aspects and its use for stability assessment. Furthermore, the
stability analysis capabilities are illustrated in a subsynchronous
oscillation screening study. In addition, refinements to decrease
the runtime, such as multi-frequency excitation and the
exploitation of symmetry properties, are described and
demonstrated for different systems. The identification error
is time-step-dependent due to the nature of EMT routines.
Moreover, the trade-off between significant time-savings, achieved
by adopting the proposed developments, and loss of accuracy are
quantified for basic power system components offering a useful
guideline for their applicability and parameter selection.

Keywords—AC/DC power systems, admittance measurement,
black-box, multi-terminal scan, MMC HVDC.

I. INTRODUCTION

O ensure stable integration of renewable energy sources

(RES) and High Voltage Direct Current (HVDC) systems
interfaced via power electronic (PE) converters, detailed
representation of converter dynamics is crucial, as these could
negatively interact across a wider frequency range than legacy
power system equipment, as demonstrated in numerous actual
incidents [1]. Moreover, small-signal stability is a prerequisite
for transient or large-signal stability, since it corresponds
to the majority of the operational time, and most real-life
interaction issues have a small-signal origin [1]. To this end,
frame transformations are typically employed to describe the
system dynamics by time-invariant continuous-time non-linear
differential equations in a state-space (SS) model, which is
then linearized for the application of modal analysis [2].
However, state-space approximations of practical converter
controls, which are of discrete nature and often involve
time delays, and of the electromagnetic properties of power
systems assets, such as the distributed nature of transmission
lines and cables, entail a high level of complexity and
very high model order [3]-[6]. In addition, the disperse
nature of RES, as opposed to large-scale centralized power
plants based on synchronous generators (SG), requires more
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modular stability analysis methods which can handle a
selective range of dynamic phenomena, different topologies
and subsystem aggregation depending on the scope of study.
Furthermore, original equipment manufacturers of RES power
plants and HVDC stations generally provide black-box models
to preserve their intellectual property rights [7], [8]. These
detailed models, which might not have an available analytical
counterpart, are used in Electromagnetic Transient (EMT)
programs such as PSCAD and EMTP-RV to evaluate their
dynamic performance via time-domain simulations. However,
performing root-cause analysis of small-signal interactions
via time-consuming EMT simulations is neither efficient nor
always possible. Contrary to SS models, frequency-domain
(FD) models can more accurately describe distributed
parameter transmission assets and black-box converter controls
involving time-delays [9], [10]. Additionally, FD analysis
can be performed at different electrical nodes, allowing for
modularity in how components are grouped together [11]-[13].
Moreover, specific dynamic phenomena can be studied by just
selecting the frequency range of interest, e.g. subsynchronous
torsional interactions. In addition, the participation factors of
specific components on the oscillatory modes can be captured
by FD analysis [14]-[16]. Therefore, FD methods appear as a
scalable and proven alternative to the SS approach, unveiling
insights otherwise inaccessible via time-domain simulations.
Although FD analysis of power systems is well documented
and it has been used successfully in actual engineering projects
[13], [17]-[21], currently there is not an standardized approach
for FD characterization of EMT models. Contrary to the
existing harmonic impedance calculations in commercial EMT
packages, such as DIgSILENT PowerFactory’s Frequency
Sweep Calculation, which do not consider the dynamic impact
of PE, electrical machines and controls, the admittance and
impedance matrices for small-signal analysis need to precisely
capture those dynamic characteristics.

This paper fills this gap by presenting a novel EMT-based
system identification methodology for AC, DC and hybrid
AC/DC systems implemented in the open-source Z-tool!.
Moreover, simplifications allowing for a more efficient
characterization are introduced and their accuracy discussed.
Several study cases demonstrate the efficacy of the Z-tool
package to seamlessly measure any FD admittance and
carry-out stability analysis. Overcoming the shortcomings of
other implementations, such as limitation to single-terminal
analysis and overlooking of AC/DC couplings [22]-[26], the
Z-tool is capable of fully characterizing any AC and/or DC
multi-terminal system, including the 3x3 AC/DC admittance
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of HVDC converters, thereby enabling a flexible analysis of
modern power networks with high PE penetration.

The rest of the paper is structured as follows. Section II
introduces the proposed FD identification approach. Section III
develops an improvement for dg-symmetric systems, studies
the accuracy implications of different parameters and examines
an interaction study involving a VSC connected via a
long transmission line with series compensation. Section IV
validates the approach for the case of an MMC-HVDC station.
Lastly, Section V summarizes the contributions of the paper.

II. SYSTEM IDENTIFICATION APPROACH

In the following, the basic considerations for the system
modeling and the proposed FD identification procedure are
outlined together with their implementation aspects.

A. Frame selection for three-phase systems

The dq frame is usually adopted for modeling and studying
AC systems as their steady-state periodic trajectories can
more conveniently be described by constant quantities [2].
Furthermore, it simplifies the analysis by inherently capturing
frequency coupling effects without requiring explicit handling
of frequency shifting caused by machines and controls’
asymmetries, unlike sequence quantities [19], [20]. The
employed amplitude-invariant abc-to-dq transformation is (1),
corresponding to a dg-frame with the d-axis aligned to the
phase a voltage and the g-axis lagging the d-axis.

2 (cos(f) cos(§ —2m/3) cos(0 + 2m/3)
Tag(0) = 5 (Sm(e) sin(6 — 27 /3)  sin(d + 27r/3)> M

B. Introduction to the proposed approach

Contrary to implementations based on shunt current
injections or series voltage perturbation in [22]-[24], [27],
we propose an effective subsystem decoupling by directly
connecting controlled shunt voltage sources as illustrated
in Fig. 1. The voltage sources are ideal, i.e. they present
zero impedance, controlled so as not to alter the operating
point and inserted in the circuit through an ideal breaker.
When the binary variable freeze is 1, the steady-state values
are sampled and held, and the breaker is closed. After the
decoupling, a snapshot is taken to speed up subsequent
simulations as illustrated in the general flowchart of the
tool in Fig. 2. This decoupling is a prerequisite for more
detailed FD analysis since the objective is to capture the
standalone or open loop dynamic characteristics of the
different components and subsystems. In contrast with existing
methods, the proposed approach enables the study of unstable
interconnected systems as the ideal sources guarantee stable
standalone operation. In addition, the voltage-based injection
facilitates the selection of the perturbation amplitude because
normal voltage ranges in per unit are less dependent on the
assets’ ratings than currents. Furthermore, among the different
practical perturbation signals, e.g. pseudo random binary
sequence (PRBS), chirp, etc., sinusoidal perturbations are
adopted due to their limited energy band, high signal-to-noise
ratio, straightforward implementation, simple relation to the
Fast Fourier Transform (FFT) parameters and robustness [28].
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Fig. 1: Steady-state, decoupling and perturbation generation.

In addition, from a linear algebra perspective, the necessary
sinusoidal perturbation sets at each frequency to identify any
subsystem, i.e. the number of required linearly independent
perturbation vectors at every frequency, is given by its
FD input/output description’s dimensionality. Since AC
components are fully described by dg-frame quantities,
and DC nodes by dc quantities, these variables define an
orthogonal vector space. For instance, for a single AC bus scan
only two linearly independent (orthogonal) perturbations are
required at each frequency, which for simplicity are selected
as the standard basis, i.e. Av; = [Av, 0] and Avy = [0, Av]T
as shown in Fig. 1. Another example is an overhead line
(OHL) between two buses, defined in the FD by a 4x4
dg-frame matrix relating the dg voltages to the currents at
both buses, which requires 4 linearly independent voltage
perturbation vectors again selected as its standard basis, i.e.
A'Ul = [A’U, 0, 0, O]T, A’Ug = [O, AU, 0, O]T, ‘e ,A’U4 =
[0,0,0, Av]T. This is generalized for any arbitrary-size AC/DC
subsystem where the number and type of nodes simply add to
the dimension of its FD matrix representation and its standard
basis. To summarize, any /N x N admittance can be computed
via N-independent N x1 vectors of currents and voltages by

Y (jw) = [Ady Aiy] [Avy Aoyl @)

Note that (2) holds for every frequency and thus several
frequencies can be perturbed at the same time. Moreover,
all subsystems are interfaced via a single AC and/or DC
connection point. This allows to independently perturb each
terminal simultaneously. Therefore, all sources/loads can
be identified concurrently, which considerably improves the
simulation time for characterizing only the components at
the network’s edges, such as machines and power converters.



The measurements used to identify the components at the
network’s edge can also be employed for the calculation
of the interconnecting network’s admittance. Therefore, a
greedy algorithm is implemented to schedule all perturbations
minimizing the runtime by employing the user-input
topological data. Furthermore, PSCAD parallel computing
capabilities are exploited by splitting the simulations across

multiple processors.
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Fig. 2: General summary of the Z-tool implementation.
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C. Steady-state operating point

Since negative sequence voltage and total harmonic
distortion (THD) are limited below 2% by power systems
standards [29], [30], it can be considered that any normal
operating point is dominated by its positive sequence
waveform. The magnitude, frequency, and angle of this
three-phase voltage can be estimated using a conventional
PLL. A simple implementation with a low-pass filter (LPF)
tuned at 8 Hz is used to retrieve the average system
frequency and steady-state phase-to-ground voltage magnitude
as illustrated in Fig. 1. The operating point is maintained after
connecting the ideal voltage source reproducing the measured
voltages. Furthermore, since the PLL is only used to compute
the steady-state quantities, it does not have any dynamic
impact on the subsequent FD characterization. The steady-state
voltage angles are used to rotate the AC and AC/DC
admittances to a common frame for multi-infeed studies [31].
In the case of DC systems, the steady state is dominated
by the 0 Hz or the constant average term in voltage and
current waveforms and thus this low-pass filter is sufficient to
remove any harmonic components. Note that, while frequency
components other than the fundamental are no longer reflected
on the steady-state voltage at the ideal sources, current
harmonics can still exist, e.g. due to unbalances, as well

as voltages harmonics everywhere in the system but where
the ideal sources or analysis points are defined. In addition,
the internal periodicity and frequency coupling present in PE
components such as MMCs are still preserved. Future work
includes retaining a predefined set of characteristic voltage
harmonics to account for the impact of harmonic distortion.
Subsequently, selected frequency components are added to
the steady-state waveforms exciting the sub-systems’ dynamic
response as explained next in Section II-D and II-E.

D. Single-frequency perturbations

The response of a linear time-invariant system to a single
sinusoidal excitation as Av(t) = asin (wt) is also a sinusoidal
at the same frequency [28]. Note that the time-invariant
description in terms of dg-frame quantities, and the lack of
frequency coupling among dq quantities and between dg and
DC systems quantities facilitates the application of standard
system identification methods. The perturbation amplitude
should excite the system enough to effectively register its
response while respecting linearity and proximity to the
operating point. To this end, a selection of the perturbation
amplitude is given as a percentage of the steady-state voltage
within the expected normal operating range. The maximum
voltage deviation is generally no larger than +5%, but smaller
amplitudes are recommended, specially for voltage-controlling
units since this operational mode is more responsive to voltage
deviations. In our experience, satisfactory results have been
obtained with perturbations ranging from 0.02% to 2%.

E. Multi-frequency perturbations

A general multi-sine or multi-tone perturbation signal with
m components is described by (3), where each i-component
has a frequency w;, initial phase ¢; and amplitude a;.

Av(t) = Z a; sin (w;t + ¢;) 3)
i=1

To maintain the linear operating regime it is important to
minimize the crest factor (CF) of the perturbation signal,
CF = max(|Av(t)|)/Avrms. Selecting w;, ¢; and a; in (3)
to minimize its CF for an arbitrary number of frequencies is
a complex non-linear problem due to the difficulty in finding
the maximum of |Av(¢)| within its period as the infinity norm
of (3) is neither convex nor differentiable [32]. Considering
equal amplitude for all frequencies, a; = a,,, corresponds to
a flat spectrum with fixed RMS value, and the infinity norm
bounds of (3) given by (4), which lead to the CF range in (5).

Avgms = am/m/2, max(|Av(t)]) € am[vm,m] (4)

Fo max(|Av(t)]) € [V v/am] 5)
Avrms

The phase of each tone, ¢;, can be selected to reduce the
CF with respect to the random phase or zero phase options
by Schroeder’s heuristic [33] as ¢; = —mi(i — 1)/m, or
by Guillaume’s method which iteratively solves a non-linear
least-squares problem [34]. In addition, setting m = 2%,z € N
enables achieving the theoretical minimum CF = /2 by
changing both the initial phase and frequency of each tone as



described in [35] for a sampling equal to the Nyquist—-Shannon
limit. However, attention is needed as methods for CF
reduction of discrete signals, i.e. concerning the highest
sampled amplitude, might not hold for the continuous case
and thus the signals applied in EMT simulations could have
higher CF since the integration time-step is larger than the
sampling time. This is illustrated in Fig. 3 where m =
23 = 8 tones are generated according to [35] in blue, and
by Schroeder’s heuristic in red. The blue circles representing
the sampled signal do not go beyond the minimum bound in
(4) while the continuous signal, more closely approximating
that applied during EMT simulations, goes out of these
bounds. Furthermore, Schroeder’s method shows a lower CF
in Fig. 3, and because of the negligible computational time
with respect to Guillaume’s method, the phase angles are
subsequently chosen following Schroeder’s method. Although
the CF minimization problem does not have a closed-form
solution, PRBS-based perturbations possessing the lowest CF
might be an even faster alternative to multi-sine signals [26].
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Fig. 3: Multi-tone example with 8 components generated

according to [35] (blue) and Schroeder’s method [33] (red).

Furthermore, excessive energy injection should be avoided
to respect the small-signal assumption. This can be achieved
by setting the amplitude a,, producing the same RMS value
as a single-frequency sinusoidal, i.e. a,, = a/\/m.

F. FFT considerations

The FFT is at the core of FD identification methods. Thus,
its assumptions and parameters are revisited for EMT scans.

1) Sampling frequency, aliasing and resolution: According
to the Nyquist-Shannon sampling theorem, a sampling
frequency fs, larger than twice the bandwidth of the signal
ensures no aliasing. If there are frequencies above the Nyquist
frequency, fs/2, they appear as alias in [0, f;/2]. Therefore,
fs 2 2fmae ensures that fp,,, is resolved by the FFT.
Slight oversampling might be beneficial, but a too small
sampling time would result in unnecessarily large time-domain
result files which translate to computational time overhead
in opening and reading several hundreds of such files. A
recommended sampling frequency is between twice and four
times the maximum frequency to be resolved, i.e. fs > 4 fnaz-
In addition, the frequency resolution of the FFT is given by the
inverse of the length of the recorded signal which imposes a
minimum bound on the EMT simulation time. For instance, to
scan a system in intervals of 1 Hz, the sinusoidal steady-state
response needs to be recorded for at least 1 s.

2) Window and leakage: The FFT assumes periodicity and
that the sampled signals contain an integer number of periods.
If these conditions are not met, spectral leakage occurs. When
the transient system response has died out to negligible levels,
the signal can be considered periodic and thus a rectangular
window can be used. The duration of the sampled signal is
selected as an integer multiple of the base period by default
in the Z-tool. This also holds for multi-sine signals: if each
tone is an integer multiple of a base frequency, w; = k;wp, =
27k; /Ty, k; € N, then T = Ty, /ged(kq, . . ., ky,) is a period of
the signal, where gcd(-) denotes the greatest common divider.
Since T' < Ty, recording the signal for periods multiples of
this base period guarantees no FFT spectral leakage.

III. THREE PHASE SYSTEMS

This section focuses on the particularities of three-phase
systems and introduces an improvement exploiting dg-frame
symmetry. The method is applied to two representative study
cases and several accuracy tests are presented.

A. Identification simplification for symmetric systems

For dg-symmetric systems, such as those made out
symmetrical dg-frame controls and machine parameters as
well as certain loads, transmission lines and cross-bonded
cables, every 2x2 dg-matrix has the form in (6) [36].

| Yaa Yaq| 1 0 0 1
Y, = [—Yd,q Yaa| = Ya.d 01 +Yi4 1 0 (6)
I W

This symmetry can be exploited to solve for the admittance
with half of the general case’s computational effort. From
(6), given a first set of measurements, Awv; and Agq, it
follows that a second perturbation vector orthogonal with the
first one, e.g. Avy = WAw;, produces a response Aip =
Yd7dIA'I)2 —l—Yd,qWAvg = W(Yd,dI+Yd7qW)Av1 = WAz
Therefore, by rotating the measurements obtained from a
first perturbation, those of the second can be estimated, thus
halving the computational time. This process is illustrated in
Fig. 4 and can be applied to any dg-frame matrix, including
those in larger N x N dg-matrices representing multi-terminal
networks, as long as the system is approximately symmetric.

g-axis

q-axis

Fig. 4: Symmetric Y4, action on orthogonal dg-voltages.

Note that dg-symmetric systems exhibit no frequency coupling
between positive and negative sequence variables. Hence,
under the symmetry consideration this strategy is equivalent to
leveraging the relationship between sequence quantities [18]
for faster identification by only applying either positive or
negative sequence perturbations [27].



GFL

Fig. 5: Generic 2L-VSC feeding a series-compensated OHL.

B. Single-terminal application case

Fig. 5 shows the SLD of a study case involving
the long-distance connection of a generic two-level VSC
model in grid-following (GFL) control with grid-supporting
functionalities, i.e. proportional-type (droop) voltage and
frequency support of 5 p.u./p.u., feeding a 350 km OHL
with series capacitor compensation, which is commonly
used to increase transmission capacity [2]. In this setup,
subsynchronous oscillations (SSO) might arise depending on
the compensation level, and thus the capabilities of the Z-tool
are demonstrated via a SSO screening study. Firstly, the
custom-made PSCAD library block is inserted at the PCC bus
and the frequency sweep parameters are defined. Next, the
Z-tool automatically runs the frequency scan of the VSC and
grid-side simultaneously, returning the admittances in Fig. 6.

(a) 350 km transmission line.

(b) 2L-VSC in P/f, Q/v mode.
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Fig. 6: Analytical admittances (lines) & Z-tool SF (dots).

Subsequently, a range of series compensation between 5%
and 70% with 1% increments is investigated by simply adding
the corresponding impedance of the capacitors to the scanned
OHL impedance for every frequency f; # f, as Z, =
Y(_)}{L +(j27 f;CT+ 27 f,CW) L, where f,, = 50 Hz is the
fundamental frequency. Lastly, assuming no major operation
point impact, the identified VSC admittance, Y., is used to
screen for SSO by iteratively applying the GNC to the loop
gain formed by the product of the different series-compensated
grid-side impedance, Z,, and the VSC admittance, i.e. L =
Z,Y .. Since both subsystems are standalone stable, i.e. Z,
and Y. have no right-half plane poles, their interconnection
is stable only if the Nyquist plot neither crosses nor encircles
the critical point [37]. This is shown in Fig. 7a, where the
curve is closer to encircling the critical point (black dot)
as the compensation increases, and instability is predicted
above 55% series compensation. The oscillatory frequency
of 43.5 Hz is also identified by the Z-tool as the peak
of the eigenvalue decomposition over the frequency of the
closed-loop impedance matrix [A\(Z, +Y_')| [31], [38]. The
complete SSO screening study comprising the admittance scan
over 120 frequencies between 1 and 100 Hz with a simulation
timestep of 10 us, and the iterative stability analysis took less

than 1 minute in a laptop with an Intel® Core™ i9-10885H
CPU @ 2.40 GHz 8 cores. The code and models to replicate
the study are provided in the Z-tool! repository. Lastly, the
presence of undamped oscillations is verified via non-linear
PSCAD simulations in Fig. 7b after increasing the series
compensation by 5% at 1 s, proving the capability of the Z-tool
for rapidly performing FD stability analysis.

(a) Generalized Nyquist criterion. (b) 55—60% compensation.

e Critical point 0‘7§ ; ! doaxis |-0.1
= 06°¢ 0.5 g-axis|-0.2
> o =1 .
3 05— 8 0.3
= g = 0
= g =
+ 0.4 % O
—_ @ 1s 2s 3s 4s
2 0.3 g 107!
[} . J
S 025 102 FET of the lig(jw)
% ) transient
01g 107
50 5 10 15 % 10

R{det(I + L(jw))} Freq. [Hz] 435 100

Fig. 7: Stability analysis results and EMT validation.

C. Multi-terminal application case

In this example, the multi-terminal characterization
capabilities of the Z-tool are demonstrated for the
four-terminal AC grid in Fig. 8a containing one overhead
line (OHL) and two cables of the same configuration but
different lengths. Fig. 8 presents the results for the admittance
identification for different cases. Fig. 8b displays the
admittance obtained by four combinations of the alternatives
introduced in Section II and Section III-A: single-frequency
(SF) perturbations, SF perturbations leveraging dq symmetry
(SF + sym), multi-frequency (MF) perturbations, and MF
perturbations leveraging dq symmetry (MF + sym).

Due to the dg-symmetry a high degree of overlapping occurs,
which together with the large number of non-zero entries, 40
out of 8x8 = 64, make a visual comparison of the methods
impractical. Instead, a measure of the frequency-wise error is
employed: the relative error between a reference matrix G*
and another matrix G can be computed at every frequency by

= 5(G' — G)/5(GY) )

where the 2-norm or maximum singular value is noted by &
[39]. This metric is shown in Fig. 8c considering the SF as the
reference for the identified network admittance, and its inverse
because of its significance for stability analysis. Fig. 8c (left)
presents the case of no transposition and no cross-bonding,
and Fig. 8c (right) corresponds to the ideally transposed and
cross-bonded case. In both cases the largest error corresponds
to the multi-frequency sweep assuming symmetry which tops
below 2% in the non-symmetric system at 163 Hz, and below
0.4% around 1360 Hz for the idealized symmetric case. These
results confirm that significant runtime improvements can be
achieved without significant loss of accuracy. The impact of
the EMT simulation timestep on the identification accuracy is
an important aspect that needs to be quantified so as to ensure a
representative characterization. In order to evaluate this effect,
Fig. 9 compares the relative error between the SF sweep



results obtained for 20 ps and 40 ps with respect to those
simulating at 10 us. Although the error stays well-below 2%
up to around 1 kHz, a peak is observed near the fundamental
and a maximum error of 16% at a double peak near 1.48 kHz
and 1.58 kHz, the latter corresponding to a network parallel
resonance. This timestep-dependent accuracy is expected due
to the nature of EMT programs, specially at higher frequencies
as observed in Fig. 9 for excessively large simulation steps.

(a) Test system data and SLD.

(b) Identified 8 x8 admittance matrix at 400 frequencies.
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Fig. 8: 4T-AC grid admittance identification comparison.

D. Scan parameters sensitivity for a two-level VSC

The same GFL-VSC as in Section III-B is now adapted
to the widespread constant power control mode to study the
impact of the frequency sweep parameters on the scanned
admittance. The analytical model (solid lines) in Fig. 10a
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Fig. 9: Simulation timestep impact on the accuracy.

displays little deviations with respect to the results via SF

and MF perturbations over 400 frequency points. However,

(a) Analytical (solid), SF @ 1 ps (crosses) and MF @ 10 us (dots).
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(c) Scanning time for different timesteps and perturbation signals.
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Fig. 10: VSC admittance identification: parametric study.

differences around 100 Hz are visible in the d,q component
as the EMT simulation timestep increases. To quantify this
dependency, the relative error is computed by (7) with respect
to the analytical model considering 5 different simulation
timesteps for both SF (solid) and MF (dots) perturbations



Analytical model (multiple dg-frame)
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Fig. 11: AC/DC admittance matrix identification validation for a PQ-controlled MMC-based HVDC station.

in Fig. 10b. The results indicate a consistent relative error
increase with higher simulation timestep, while the differences
due to the SF or MF remain negligible. Furthermore, the EMT
computational time is approximately reduced by a factor equal
to the number of multi-frequency components, eight in this
case, while it sharply increases as the timestep reduces.

IV. HYBRID AC/DC SYSTEMS

The focus of this section is on HVDC converters, and
the interested reader is referred to [31] for a complete
hybrid AC/DC system study case. HVDC converters have
both AC and DC interfaces: the AC-side dynamics can be
described by two current and two voltage variables, e.g.
dg-frame quantities, while the DC side requires only one
current and one voltage to be represented. Therefore, the
complete converter is characterized by a 3x3 admittance
matrix relating the three AC/DC voltages and currents. It
follows from Section II-B that three linearly independent
voltage perturbations are needed: two at the AC-side, as for
three-phase systems, and an additional one at the DC-side,
while all currents are recorded. Consequently, the 3x3 HVDC
converter admittance is computed by (2), where the subscripts
refer to each linearly independent set of perturbations, here
implemented as separated d, g and dc voltage perturbations.

A. HVDC converter admittance measurement

An arm-averaged MMC model with uncompensated
modulation and generic GFL controls is used to evaluate
the Z-tool’s built-in AC/DC scan capabilities. The non-linear
model is implemented in PSCAD and an analytical multiple
dg-frame model as described in [40] is used as reference.

Fig. 11 presents the 3x3 AC/DC admittance in per unit
between 1 Hz and 1 kHz, characterized by single-frequency
(SF) perturbations simulated at 1 ps in red dots and given by
its analytical model in blue lines. The tested case corresponds
to constant power control at nominal voltage and feeding
p = 0.6 pu. & ¢ = —0.2 p.u. into the AC grid. The results
show an excellent match between the analytical admittance
and that obtained from the Z-tool. Other tests performed for
alternative control modes, e.g. DC-voltage control operation,
and with different internal controllers, such as different energy
controllers, exhibit a similar agreement.

V. CONCLUSIONS

A new frequency-domain admittance measurement method
for EMT models implemented in the first open-source
package Z-tool has been introduced. This Python-based
tool automates the admittance identification for arbitrary
systems between any specified electrical nodes, including
HVDC converters and black-box models, enabling usage
flexibility and simplifying small-signal analysis. Practical
system identification considerations related to parameter
settings, and improvements for faster computations are
presented. Several study cases are covered including AC
networks, AC/DC converters, and subsynchronous oscillations
analysis with PE converters, validating the approach and
providing guidance to other power system practitioners.
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